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Abstract

The goal of this thesis is to design and implement a microprocessor thermal management system that
usesthermoelectric coolers (TECs). Starting200§ microprocessors moved from having a single core

to containing multiple coresTECHit into this trend because they are reliable sefithte devices, have

small form factors, and can potentially fit oviedividualcores of microprocessors, allowing for targeted
hotspot cooling.Hotspots thermally constrain performance in modern CH&/en when not usd for
hotspot cooling,TECan still provide performance benefits by allowing tBBUto operate at a higher
frequency. While running an application, if the processor hits the maximum allowable temperature, the
TECs can cool the chip down and allow furtinereases in processor frequency and performaride

disadvantage of TECs is that thgvide active cooling ancbnsume power in order to pump heat.

This thesis takes an experimental approaahd constructs an actual cooling system with TECs and a

modern 22nmprocess quagtore processarThe thesis develops a controller for the THs optimizes

performance while meeting givelemperature and power constraintés an example of th®@ 2 y i N2 f f S NI
performance benefitswhen runningthe gcc benchmariwhile maintaininga temperatureconstraint of

45 Cand a 40 W power budget, theTEC systergontroller decreases runtiméy 8%compared to a

controller that only scales processor frequency to meet tomstrains. However, the TEC controller
consumes64% more energyA drawbackof the systemoverallis that itonly cools up to 30 Vof CPU

power because othe limitations of the specific TECs usédso, sincéghe TEMerformance benefits do

not come for free, this thesis provides a quantitative analysis of the pp&gormance tradeoff.

In contrast to prior workthat uses simulations, or tests systems with static sources of power, this work
tests the implemented TEC system with real benchmarks which have varying power consumption over
time. This is the central contribution of the thesis. The transient behavitreoystem whileit is being

controlled is observed



1. Introduction

Athermoelectric coole(TEC)s asolida G 6§ S O022f Ay3a RSGAOS® ! LI &dAy3d |y
two terminals pumps heat from one side of theviceto the other.Figurel shows a block diagram of a

TEC, andfigure2 shows a real TE@.thermoelectric generatofTEGR & (G KS O22f SNRA& G 6 A Y«
from the same underlyindechnology. However, a generator performs thepogite function and

convertsthe heat flowing from the hot side ohe device to the cold sid®e electrical energy

An exciting application of thermoelectric generators is generating power during space voyages. For
example, the Mars Curiosity rover ust#germoelectric generators combined with a plutonium dte
source to produce about 110 Wf power, at an efficiency of around 7%. While technologies with
moving parts would provide higher efficiencies, they are typically not as reli@biéosity and previes

space missions use@iEGsdespite the low efficiency becaushe TEGsare unlikely to fail during
operation. It may take many years for a failure to ocgll, [2]. Thermoelectric generators have
potential in producing power from waste heat, for instance, the wadmstat from an automobile engine

[3, Sec. Abstract]The pattern of using thermoelectrics in niche applications is commMB&<ool laser
diodes, telecommunitions equipment,and picnic coolerg4]. The latter application comes about

becauselTECgan have smafbrm factors, and, as mentioned previously, have no moving parts.

The focus here is onsing TECsfor thermal management of electronimicroprocessorsTECsre a
refrigeraion technology. In a standard twphase liquidvapor refrigerator, a substance cycles through
the system, transferring heat from the insides of the compartment to the surrowdiifthe details of
the compressor, condenser, expansion valve, and other components arendbdppe scope of this

discussiorf5], [6]. Thebottom line is that aTEGilso pumps heabut is a solidstate device
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Figurel TEC Block Diagranthis block diagram of a TEC shows the heat drawn from the cold side and the heat pumped out
the hot side. Tand T, represent the cold and hot side temperatures. A positive electric current should be applied from the +

_
"

terminal to the ¢ terminal.

Figure2 TEC Picture. The picture shows a TE@nftbe manufacturer used in thexperimentsconducted inthis thesis[7].
The individual thermoelectric couples inside the device are visibléne area of the TEC refers to the area of the plates.
Thickness is also shown.

As mentioned in the Abstract, part of the motivation fBECs is that microprocessors have moved from
having a single core that can execute instructions to containing multiple cores that can execute
instructions in parallel. Adding cores is a viable strategy because it provides additional performance
without producing excessive power and requiring unwieldy cooling solutions. Adding cores also is a
tractable design problem. As transistor sizes shrink and provide more useable die area, seeing the
number of cores increase will be common. A consequence of havintiplautores is that chips are

more likely to have localized temperature hotspots. If only one out of four cores is active on a chip, the



die area apportioned to that core will be hotteéfhe solidstate nature of the TECs and their hotspot

cooling abilitymakes TECs more attractive than other cooling methods like liquid cooling, for instance.

TECs are also an interesting area of investigation because the performance of the TECs themselves
appears to be improving, especially with tHilm TECs. Although T&&re not currently a cosffective
or necessary technology for microprocessor thermal management, in the future they might become

viable. Therefore, it is worthwhile understanding how sudreeC thermal managemesystem behaves.

The two key contributios of this thesis are listed below.

1 The tradeoff between TEC power consumption and processor performance is quantitatively
characterized on a real TEC setup that uses bulk TECs to cool a modegouptbcessor. For
processors with frequency scalingetiEC can enable increases in frequency while still meeting
a junction temperature constraint. However, the particular TEC used in this thesis is not efficient
from the perspectives of an energy or enedglay metric.

1 The work lere develops a controlleior the TEC system that varies CPU frequency setting and
TEC current to meet CPU temperature and total system power constr&ifiten tested on
actual processor workloadsvhile meeting temperature constraintsthe controller, in one
instance, givesrm8% decrease in runtimeompared to a controller that only uses frequency

scaling.

Regarding thesis structure, thetroductionchapterleadsthe readerthroughthermal modeling and the
physics of TECs The Related Workchapter elaborates on recent workn TECmodeling, system
construction, and controlThe third chapterModeling discusses possible setups for the TEC syatein
finishes with the development and experimental verification of an accurate stetadg model for the
TECs. The final chapter of n@antent, Dynamic Thermal Managementias two parts. The first part

characterizes the coolghcapability of the TEC system by comparing & system without TECs (termed

8



thea & 0 I y Rl N\Rrhsifisstipartara discusses how TECs couple DNRS (dyamic voltage and
frequency scalingip provide increases in performance, though this comes at the cost of pdW&FS
lets the processor trade off performance, power, and temperature by providing various clock frequency

settings to operate at.

The second art of the fourth chapter culminates the thesis. It constructs a simple feedback controller
that optimizes processor performance while meeting temperature and power constraints. The basic
procedure of the controller is to use the TEC to lower the jundionperature below the temperature
constraint, and then to increase CPU frequency. If the TEC were unavailable, increasing frequency would
push temperatures over the limitThe controller provides significant improvements in runtime
compared to a controllethat can only usdOVFSo meet the constraintsThe controllertypically only

allows, at worst, brief 5 @mperature constraint violations.

Thermal Modeling

Conduction and radiation are the primary forms of heat transfer. Convection is considemdbmed

mode of heat transfef8, p. 45] This section considers conduction and convection.

The concept of thermal resistance rests upempiricallyknown physical laws. Regarding conduction,
consider a slab of homogenous materidliijstrated inFigure3, with a crosssectional area A and length

L.



T1[C) T2 [C]

:\/\ Material: k [W/(K*m)]

L [m] A [m?]

Figure3 Fourier's Law

Let both sides of the material be at fixed temperaturesaid T, respectively. Assuming unidirectional

heat flow, that L is relatively small compared to A, and steady state,

lzo
”n Z
0

¢CKAA A& Cg@idaNAr&ed\dD Beat fldwgintbWrom side 1 to side 2. Supposgid at a higher

temperature than T. Then, heat will be flowing fromde 2 to side 1, so the minus sign is necessary. In

differential form, the law becomesg lz6z—]9, p. 1]

1 T.isthe tempemture of side 1, irfC. Fisthe temperature of side 2, iS.

f Als the crossectional area of the material, in“m(Consider facing the material in the direction
of heat flow.)

1 Lis tke length of the material, in m

{ @ais thethermal conductivityf the material, in—. The thermal conductivity is assumeal lie
independent of temperaturd10, p. 657] The thermal conductivity of silicon at 300 Kofand
room temperature) is 156 W/(K*m)T'he value reporteds for a single crystal of silicon; silicon

wafers used to make microprocessors are crystalline silicon, so applying the value &s¢hefc

10



the wafer is justifiabld11, p. A1062]The thermal conductivity of copper at room temperature
ranges between 339 anB91 W/(m*K)[12]. Valuesare listed below in Tablel1." Nickel is listed

because the Intel integrated heapieader is nickeplated coppe [13, p. 18] Aluminum and

silver are othe commonly encountered metals. In particular, the thermal interface material

contains silver.

Material Thermal Conductivity W/(K*m)
Silver 419

Copper (339,391)

Aluminum and its alloys (117,234)

Silicon 156

Nickel and its alloys (15,62)

AS5 Thermahterface Material[14, p. 2] 8.9

Tablel Thermal Conductivities for Various Material?arentheses indicate a range of values.

Electronics are often cooled by forcing air or a liquid over the relevant devices. Hence, convection, which
describes the situation of a fluid flowing over a body, is impditan b Sgiliz2yQa 1l g 27

A Oz Y Y [8,p. 47B

1 Tiis thetemperature of the fluid in CT, isthe temperature of the body i€.

1 qis the rate of heat flow in \fom the body to the fluid.
f his the heat transfer coefficient, is—. h will typically be higher for liquids.

§ Ais the area of thedzly contacted by the fluid, im?.

. 20K C2dzZNASNRa tl1 ¢ | yR bSg i@ yQuhicH idsidilarach KODAE X yF I O |

The rate of heat flow is like eleatal current, in the sense that both flow through objects. Likewise,

temperature is similar to voltage because ba@ite measured across quantiti€sb, p. 39] Therefore, it

'¢KS Ot dzSa f Aad SR [IR])yablésKrS in (BBI/ArE(IKES) yThete ak 8. 29B8IWSp@r:Btu/hr. There
are 9/5 F/C. There are 3.281 ft/m. So, convert to W/(m*K). The values are reprodu€egiri 2]

11



is useful to define the notion of thermal resistance. The rate of heat flow fpoimt 1 to point 2 is

N —, where qis in Wthe temperature difference’Y Y "YisinK and R is ilK/W. The reciprocal

of thermal resistance R is the thermal conductangénR k Y ® Ly §(KS OF &aS—2M C2 dzNX

GKS OFasS 27F bdfng,ib2 Y& (Fdr thesford & th®etjuations given in this thestse t
YAYydza ai3adya FINB StAYAYIFIGSR Ay C2dz2NASNDa tF¢ | yR

thermal conductance. Eliminate the minus signs by pulling them into the testyrer differences. )

Heat capacityis a significant material property. It describes the amount of energy requirethamge

the temperature of a substance. Heat capacity is a function of temperature, ane€aises with rising
temperature[9, p. 4] For a mass, heat capacity is expressed/K. For materials, typittg either molar

heat capacityd/(mol*K) orspecific heat capacity/(kg*K) is iyen. Volumetric heat capacity/(cnt*K) is

also encountered. In particular, given the volume of some substance, to determine heat capacity from
molar heat capacity, the densityn g/cm®, and atomic weightin g/mol, is required.In Table2, some
specific heatata islisted for materials encountered in this proje¢i6, pp. 378375], [17] In Table3,
densities ardistedas well[16, p. 55], [18, Ch. 45Regarding the Bi'e; materials, the materials may not
exactly match wat is used in the TECs for thgperimens in this thesisBut,the material properties

listed hereallow an estimate of heatapacity for the TECs

Material Specific Heat J/(g*K) Candition

Copper 0.38 25 C See the footnoté.
Silicon 0.702 25C

Aluminum 0.899 25C

p-Bb.s:Sh ssT6s 0.1870 25C

N-BbT6 8856 .12 0.1562 25C

Table2 Material Specific Heats

> The CRC Handbook gives specific heat in cal/(g*K). There are 4.18 J/cal. Shtern et. al. give molar heat capacities
J/(mol*K) for the BiTe; materials. Using the molecular formulas and atomieights of the individual atoms, the
molecular weight of the fiype material is computed as 671.67 g/mol, and 794.9 g/mol for tigpe.

12
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Material Densityg/cm® Condition

Copper 8.93 Sold

Silicon 2.33 Solid

Aluminum 2.7 Solid

BiTe 7.86 Solid See the footnoté.

Table3 Material Densities

Finally, the basic physical components in a typical microprocdesguerature controlsystem are an
integrated heat spreder, heat sink, and fan. The integrated heat spreaderasitsop of the silicon die

of the microprocessor and distributes heat to a larger area. The heat sink contacts the heat spreader,
and provides a large surface area forfaom the fanto blow over.Most heat sinks arénned, or play
similar tricks, to increase surface areAt a microscopic level, surfaces are bumpy and are not
completely smooth. Pressing two surfaces, like those of the heat spreader and heat sink, together will
not necessarily crate good thermal contact because of the bumpbkerefore, some thermal interface
material is usually spread between contacting surfaces to fill in the microscopic bumps and provide a

goodinterface[9].

Thermoelectric Cooler Physics

Thermocouples demonstrate thermoelectric phenomena at work. Although the classic is the mercury
thermometer, thermocouples are another temperature measuring device. Thermocouples can be used
to recordthe temperature of electronic devices, like discrete power transistors. A thermocouple consists
of two bars of metal. Each bar is a different type of metal. For example, a pair of metals that is often
encountered is coppeconstantan. Cortantan is a coppemickel alloy[9, p. 186] Suppose the meidl

bars jan at points A and B, and that one of the ba<ut to insert a voltageneter. If A is held at one

temperature and B is held at another, a voltage difference will arise at the cut. This voltage is

3Wagner[18] references]. Drabble, Progress in Semiconductors, valofin Wiley & Sons, Inc., New York, 1963.

13



proportional to the temperature differencecy | 3"Y[9, p. 169] This overall effect is known as the
Seebeck efféec The units of alpha arg/K. Some sign convention regarding the polarity of the voltage

will apply. Note that theSeebeck coefficiemalpha may dependn temperature.

Two otherthermoelectriceffects are thePeltier effeciand theThomson effectThe Peltier effect applies

to the situation of two different materials meeting at a junction. When an electric current passes
through the materials, the curré pumps heat from one side to the othaf: A z). The units of the
Peltier coefficient are W/A The Peltier coefficient, like the Seebeck coeffitiecould depend on
temperature[19, p. 2] Thermoelectric coolers employ the Peltier effect to their advanfageshown in
Figure 4. Typical thermoelectric coale use semiconductor materials, like Bismdwllurides The
charge carriers infype semiconductor materials are holes, while the charge carriersypematerials

are electrons. In the figerbelow, when current flows in the positive direction, the holes in thgpge
material move up. Also, the electrons in theype material move up. The movement of the charge
carriers transports heat from the cold side of the couple, which is the botiothis case, to the hot side

[3, Sec. Abstract] TECs use semiconductor materiabgher than metals because the Seebeck
coefficients for semiconductomaterials are much bettef9, p. 177] ¢ KS ¢ 9 / ©Ofameriff A 3 dzNB
discussed later in this section, depends on the square of the Seebefficient. The Seebeck coefficient

is relevantn this discussion of the Peltier effdmtcause the Seebeck and Peltier effects are related.

14
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Figure4 Thermoelectric CoupleThe copper straps connect the P and N materials anovide a path for current to flow.The
positive and negative charge carrierd @nd € are shown. The figure is adapted frorf8].

The Thomson effectlescribes how a single material with a temperature grad@nsorbs (o rejects)

heat when a current flows through itj 1 “©. Uis the Thomson coefficientCertain relationships

between the 3 effects also exists: | "#dndt “Y—.

A TEC consists of many thermoelectric couples, which are electrically in series and thermally in parallel.
A single &ectric current passes through all of them, and they all pump heat from the cold side to the hot
side.Figure5 shows a cross section of a TIRCp. 178] The TEC is built of thermal insulation, electrical
insulation, copper, and semiconductor materidlsthe case of the TECs used in thissis the copper

straps are soldered to the thermoelements, which aredmaof BjTe; materials and he mounting

surfaceisa ceramic.

15
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Figure5 TEC CrosSectionfor a Bulk TECThe figure is adapted frorf]. At the end of this section, bulk TECs are contrasted
with thin-film TECs.

The basic TEC variables and parameters are:

"YA "YOO8YQ'Q RO QQORELEO ¢ o

"Yh "YO® ¢ & @O0Van Qi ihdoi Q

"Yh "YO& & Q0Qan Qi idsoi Q

'Oh "YO& 6 1 1HQ® o

3Yh Y Y

0 h "YOODI d @&t Qo oiédFnQ

Y h "YO® & Qo O &N Ehd Q

The heat drawn by the cooler at the cold sidec@in W) is derived by doing an energy balance and
applying the physics of the th@ioelectric effects aboveEquationl is a starting point for this thesis.

Note that this equation is sometimes given in terms of the individual thermoelectric couple ptram

and the number of couplg0].

n  "YYO 037Y g'Y ‘O

Equation1 TEC Cokbide HeaDrawn
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The power consumed by the TEEWatts,is

0 YO 0OY
Equation 2 TEC Power Consumption

The voltage across the TEC is a combination of the Seebeck effect and electrical resiétancé&X );

power is current times voltage. For amgfrigerator it is useful to define its effiency €oefficient of
performanc® ' ® Ly — (KA 3a—O+5S5 For a refrigeration cycle,he best possible

efficiency is the Carnot efficiency, which-s— [3, p. 703] For the case of the TE®jg occurs if the TEC

thermal conductance K and TEC electrical resistapegeRooth 0. The heat exiting the hot side of the

TECi§ / O  "YYO 03'Y -YO.

Some useful values that describe the TEC at a higher level grethee maximum heat the TEC can
remove from the cold siden W, which occurs whempl' is Q (il the maximumhot-side-cold-side
temperature difference attainablen K which occurs when no heatrismovedat the cold side; and;,k«

, the currentin A required to obtainMla Vinax IS the voltage at the TEC terminals whedfiay is
obtained. Manufacturers provide these values fOECs at a fixed hot side temperature. The following

equations can be derived by manipulating (differentiation, algeBg)ationl [21, p. 4.

3Y —, where® — and is thefigure-of-merit of the TEC. As Z gets better, TEC performance
improves.
- YY
Y
, Y'Y
n Y

17



In terms of applying TECs to micropgesors, the trend has been towards tHilms. Bulk TECs are
constructed by arranging an array ohpghermoelements. The thickness of the thermoelement is along
the direction in which heat is pumped; sdégure4 and Figure5 above. The thickness of a bulk
thermoelement might be 0.2 mm, and the entire cooler might be 1 mm tf2&k p. 3] On the other
hand, TECs manufactured usiihgn-film technologies can be much thinndfor example,n 2009,[22]
reported the fabrication of thiffilm BipTe; superlatticebasedthermoelectrics into a microprocessor
package for cooling purposeSuperlatticebased TECs are a specific type of-filim TECIn the case of
the paper mentioned, ¥ thinfilm, the authors mean that th@ECtself is 100 unthick, while the thin
film materialsare 58 um thick. As a standard of comparison, the minimum diameter of a stnd

human hair is roughly 20 um

Pamphrasing Snyder et. g21], thinfilm basedTECshave three main advantages over bullECs
Hotspot cooling requires TECs with highximumheat flux, which is hegbumped per unit area. This is
because by definition, hotspots are small, localized areas of high heat flux. In the ideal case, there
would be one TEC per potential hotspot. The single TEC would engage when its hotspot requires cooling,
which impliesthat the TEC by itself needis manage thehigh heat flux. The TEGaximumheat flux is
inversely proportional to thermoelement thickness, so thims are advantageous. Second, it turns out
that the time response of a thermoelement is proportional to thickness squared. Having a thinner TEC
will meana fasterTEC, in the sense that it takes less time to reach steady 3taiiel, thin-films enable

more efficient TECg:or a givengdl, the TECoptimal COPoccurs at some fraction of.ds. Iax is the
current at which the TEC pumps,£W of heat. At his fraction of },, only a fraction of @, will be
pumped by the TEC. Therefore,{should be extra large, such that even a fraction gf,Qumps the
required amount of heafrom the processor. @, can be made large by havingT&C with higlheat

flux, since Q. will be the area(seeFigure2 on page7) all the thermoelementgake uptimes the

maximum headflux.

18



2. Related Work

TheModelingchapter of this report in part considers a steady statodel for the TECs, and develops an
expression for the CPU junction temperature as a function of TEC current and CPU power consumption.
Zhang et. al. (2010) develop an identical modetd analyze it using the TEC parameters for two
commercially availabl TEC$23]. This thesis iffers by additionally analytically considering the optimal
TEC current to operate dtlsing their modelthe authors plotjunction temperature as a function of TEC
currentfor a fixed CPU power consumptioFEC coefficierdvf-performance as a function GfEC current

for a fixed CPU posv consumption and, system thermal resistance when the TECs are engaged. This
thesis uses experimental data to make similar plofhang et. al. also considemether liquid or air
cooling is better when paired with TE@s expectedliquid cooling is more effective, since it can draw

away more heat.

Since this thesis constructs a TEC system, and also briefly touches on hotspot cooling, it is worth
mentioning Chowdhury et. al. agaii22]. Chowdhury et. al. were mentioned irha Introduction
regardingthin-film superlatticebased TECS he authors chose thavethe TECs directlgontact the

silicon die to provide hotspot cooling. Howevather than growing the thin film TECs on the silicon die,

the choice was made to grow ¢hthin films on the underside of the integrated heat spreader. This
prevent the thin-film process from having to be integrated into the silicon processing. The challenges
faced were mostly a result of thermal and electrical contact resistances, whichadkzsgrthe
performance of the TEM terms of cooling capability, the TE&d a heat flux of almost 1308/cm?.

The package was tested using a heater. If the heataintained a temperature of 116 When the TEC

was off, the TEC was able to produce a terapsne drop of 7.3 C at 3 &f current.

An additionahice characteristic of thifiilm TEGis thatprocessotemperatures drop just byntegrating

the TEGnto the packageeven when the TEC is offhe reason is that, compared to the standard

19



packagewithout a TECthe thinfilm TEC replaces some thermal interface material which has a higher
thermal resistance than the TEThisis termed the pasive cooling effect of the TEC, in contrast to the

active cooling that it performs when a current is run thraug

Unlike with thinfilm TECs, embedding a bulk TEC in between the die and spreader will increase junction
temperatures when the TEC is off, because the TE@ baghermal resistance, which will probably be

at least 5 K/W[24] solves this problenfor the case of embedding the TEC in between the spreader and
fan, by attaching a second heatsink to the spreader to codbaitk down to an appropriate level.
However, he paperconsiders the issue in the somewhat different context of a thermoelectric generator

that converts CPU wasteeat.

Similar to Chowdhury et. al., Alley et. al. fabricate TECs on the underside of the spreader fec@aual
microprocessof25]. In their experiments, the authors load the C8dl increase junction temperatures
by running software. If thelualtcore CPU is running at 78 C initially, their setup can achieve core

junction temperature drop®f 5 to 6 C while having the TECs consume around 2.5 W of power. Unlike

FSIGdz2NB 2F GKS LI LISNDE& S E LISiddsed So/ maintairk fed amiienti |

temperatures.

Chapter douildsa contoller for the TEC systerf26], which develops a dynamic model for the TEC that
captures its behavior over time, iBus relevant. ThemoR S Qa  dafffRrénhEl eduadd accounts

for heat capacity, thermal conduction, Joule heating, and the Thomson effect, and is linearized to make
it easy to work with. Subsequently, the paper designs a proportionegral controller for the TEGrd
implements the controller with an analog circuiising components like op amp3he controller
tolerates variations in TEC parameterso can withstand manufacturing variationthe TECThe paper

also analyzes how the controller responds to changethéntemperature set point, and to random
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variation in the control signallo verify the controller, a test setup with a fanoled TEC on top of a

heater is constructedlf the controller is set to maintain a cekide TEC temperature of O C, and the

heater steps between 0, 5, and 10 W over time, the esitte temperature deviates from the set point

by +/-0.1 C. The disturbance value of 0. Eertainl specific toli K S | dzii K 2 NA tuS ButidS NA Y Sy

does provide insight into how wellEECG:ontroller can perform.

Chaparro et. al. (2009) considéne controlalgorithms aspect of thufilm thermoelectrics using
simulation [27]. The microprocessor simulator executes instructions, and the power and thermal
simulators predict CPU power consumption &EU junction temperatures. The paper simulates a 16
core architecture whichis most relevant to servers and datacentefee simulation is set up such that

each individual core can have multiple TECs on top of it.

Several controllers are discussed i ttontext of maintaining a temperature constraint. Although this

thesis restricts itself to considegnTECs and DV,RShaparro et. al. also consider thread migratiana

strategy An example of thread migration is moving a Rggiwer threadfrom a hot cae to a colder

core, or perhaps corethat has TECsontopof Af f (G KS O2NBa R2y Qi KIF @S G2 ¢
going alout might not be cost effective. The inputs for the controllers developed are CPU power, TEC
power, and the core temperaturegor evaluating the performance of the controllers if there are power

constraints, the authors use an EBetric (energydelay squared). The metric considdroth energy

consumption and runtimeand should be as low as possible

The interestingcontrollers are highlighted here. For a simple algorithm, anafh controller which

always engages the TECs at a fixed current is used. The more complicated algorithm suggested is a PID
(proportional-integratderivative) controller. These two algorithms are thermtwned with DVFS and

thread migration. In a performance maximizing scenario, when the TECs are turned on the DVFS

controller increases frequencyn the simulations although performance improves by up to 13%
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compared to using DVFS by itself without TE@sED metric goes up by at least 25%. While the TECs
definitively improve performancegven for the case of thifilms their power consumption makes them
unattractive from the perspective of EDThe authors also consider a scenario in which the coetroll

tries to optimizefor ED, but in this case performance barely improves.

Finally, the paper fine tunes the TE@ntrol algorithm. It has the controller account for the fact that
engaging a TEC on top of a neighboring core will have some cooling effettie core under

consideration. It also builds tHEEC models into the controllanaking the controller modedware.

This thesis takes the perspective ofing TECs to improve performance. Reda and Paterna utilize TECs
to address the problem of darklison, which occurs when all of the cores on a multicore processor are
not used[28]. Dark silicon might arise either because applications are not parallel, or because hotspots
prevent all cores from being utilizeWhile the previous paper again examined improving performance,
Biswas et. al. considersing TECs to alleviatke load onglobal cooling in datacentef29]. The basic

idea is that the TEcated ona hotspot can be engaged while the other TECs remain off. In contrast,
any nontargeted cooling system caohll portions of the die equallyit cools some areas of the die
unnecessarily and consumeste power in the processThe paper suggests the ambient temperature

of the datacenter can be allowed to rise if TECs are used, which will savecam@itioning costs[21]

takes the viewpoint of reliabty. TECs can decrease junction temperatures and improve processor

lifetime.
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3. Modeling

Introduction
This chapter first details the TECexperimental setup At least a cursory understanding of the
experimental setup is a prerequisite for reading the tnelxapter about the systemharacterizatiorand

controller implementation.

Later, thischapterconsiderstwo alternative system setups. A significant disadvantage ohidmwcTEC

setup is that the thermal resistance of the TECs is high. For a giveno@@tllgvel, when the TECs are

off, junction temperatures are significantly higher compared to a system with no TECsvhich as
mentioned before, is termed thé & (i | y Rl NJRo adéresditlisyproblem, it seems reasonable to

put some thermally conduive materialin parallel with the TEQs bring down temperatures when the

TECs are off. However, this design is ineffective, and having the TECs by themselves is better. A second
design choice is whether the TECs should go directly on the die or onfttpe antegrated heat
spreader. While placing the TECs on the die provides hotspot cooling capabilities, it results in the system
having a higher thermal resistance, at le&st the specific setups consideréagre. Finally, this chapter
develops a steadgtate thermal model for the experimental setup with the TECs. Given system
parameters, the model describes how junction temperature varies as a function of CPU power and TEC
current. Experimental data shows that the model is accurate. With the stetatg model in hand, the

thermal resistance of the TEC system can be analyzed.

Experimental Setup
A diagram of thébasicsystem setup is belown Figure6. Some alternative setups will be considered

later.
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fan + heatsink

tec tec 0.9 [mm]
spreader 3 [mm]
| gpu | cores2,3 [ cores0,1 | sa | | 1[mm]
7 [mm] 10 [mm)] 2 [mm]

Figure6 System Diagram

The central component is the CPU. This particular chip, the 1rR8158S (lvy Bridge), has an integrated

GPU and is a quazbre processor. The distribution of area between cores, GPU, and system agent
(memory controller etc.) is badgl upon a die mapwhich is shown irrigure7 below. Nominally, the

maximum frequency is 2.8 GHz, although the chip does have a turbo boost feature which can bring the
frequency up to 3.5 GHz. It has D\&kps raging from 1.6 to 2.&Hz in 0.1GHz steps. Interestingly,

each core can run independently at a different frequenalghoughthe entire CPU can only run at a

single voltagg30, Vol. 1, p 50]Each core of the CPU has a digital thermal sensor which records the
O2NBQa GSYLISNI G§dz2NBEP 2 KSy LIzZNOKLI & SR EeadérinStalledNBeO S & & 2 N.
heat spreader provides mechanical protection for the die and distributes the heat generated by the CPU.
Adjacent layers in the above diagram have thermal interface material between them to provide good

thermal contact.
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Figure 7 Intel Ivy Bridge Die Map. The image is frohttp://hothardware.com/Reviews/Intel-Corei73770klvy-Bridge
ProcessoiReview/ [31].

Figure8 The Intel i53450S Silicon Die and the TECs. The photo on the left shows the processor with the integrated heat
spreader remov®@ ® ¢ KS &Af A 02y AGASEFT AayQl OGAaroftS 0SOFdzaS AlG Aa O2¢
shows the TECs on top of the spreader and centered over the cores.

The TECs are wider than thern width of the die so stretch across both theresand the L3 caches.
Figure8 shows the die, and the TECs on top of the spreader, just like in the system Battipof the
two TECs is controlled by its own power supply. Thear for having twondependently controlled

TECs, each one over a pair of cores, is hotspot cooling.tWGtMECs, if only one paif cores gets hot,

then only oneTEC needsto be engagédy F2 Nlidzy I 1St 82X SgAGK (GKA& &SGdzL)Z K
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The reason is that the heapreader distributes the cooling effects of the TECs evenly across thg.die.

for each TEC is 588 NThaxis 67K, and Qaxis 18.7W.

All of the experiments consist of running SPEC2006 benchmarks. To be clear, the purpose of running the
benchmarks 9 not to measure the performance of the CPU. Instead, the goal is to make the CPU
generate power. A mix of floating point and integer benchmarks are used. The data collected for each

benchmark run is listed below:

1 CPU core temperaturesn C The thermal ensor for each core reports a temperature, in a
whole number of degrees. The sensors are sach@t a particular rate, say 4. Often, it is
useful to subsequently average the collected data over tiorea pefcore basisAveraging can
also be done overares. For example, core 1 might have an agergemperature over time of
30 C core 2 40C. Theaverage over both cores is 35. Whenever junction temperature is
mentioned, the readings from the digital thermal sensors are implied.

1 Fan speedin rpm. Thisis recorded toverify that the fan runs at roughly constant speed. The
intent is to have the fan be a constant, rather than variable, thermal resistance.

1 Multimeter voltage inmV. The multimeter records the voltage across a shunt resistor, which is
embedied on the path from the power supply to the CPU power motherboard connection. This
gives a measure of current running through the supplyhe CPUThis jarticular supply line is
at 12V. Thus, an estimate of CPU power consumption is possible.

1 TEC currdrand voltage As current is supplied to a TEC, it develops some voltage. This voltage is
recorded.

1 DVFS settingThe core frequencies are recorded. Typically, all the cores are set at the same

frequency.
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Errors

Experimental error can come from the tempefi dZNB a4 Sy a2N&BR P ¢KS Ly GdSt YI ydz
the sensors are. In terms of other instrumentation precision, the multimeter and power supply give
relatively precise readings. However, as discussed later on, the power measured is not the power
consumed by the CPWdlone but also includeghe power consumed by the motherboard regulators.
Regulators are not 100% efficient, so the measured power will be higher than the actual CPU power.

CPU to CPU manufacturing variation is also not accountedifoe all the experiments in this thesis are

performed with one physical CPU

Equipment
9 Hardware

0 Agilent A34410A digital multimeter. This is used to measure the voltage across the
shunt resistor mentioned below.

0 Agilent A34330A InV/A shunt. This allows measment of the current drawn by the
CPU from the power supply.

0 2 Tektronix 4205 20V, 5A power supplies. These control the current to the TECs.

0 2 RMT 1MDL0O652-03AN TECs. The TECs amndx 12mm, and 0.9mm thick. The
TECs fit over the entire width of thdie since 12 mm is bigger than®m, which is the
width of the die.

o CoolerMaster V8 180 W fan.

0 ASRock Z77 Extreme4 Motherboard

0 Ultra X4 CPU Power Supply

o0 2 GBRAM

0 250 GB hard disk
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0 Intel i53450s microprocessoThe die itself is roughly®m x 19 mm, and mm thick.
This is a quadore processor.

o Arctic Silver 5 thermal interface material.

1 Software

0 Linux 2.6.39, Ubuntu 9.04.

o SPEC2006 benchmarks.

o Data collection software. This runs while the benchmarks are running. It collects
temperature sensor, multimete fan speed, and power supply data. The data collection

software has low overhead in terms of processor utilization.

TEC Parameters

The basic TEC parameters are the Seebeck coefficient S, the thermal conductance K, and the electrical
resistance R On theother hand, typical datasheets for TECs provide a different set of experimentally
measured parameters. For example, the 1IMDDB@03 TEC used in the experiments presented here

has the following parameters.

Qmax 18.7W
Pl max 67K
Imax 53A
Vinax 6.3V

These paramedrs are given at vacuum at 38Gor the TEC hot side temperature

Expressions for Qx Iax Pmax aNd Vhax can be found by taking the equation for the heat removed at
the cold side of the TEG ( "YYO 03"Y -"Y "O) and maximizing either.@r il . Note that there are

4 expressions, but only three unknowns, S, K, and Rerefore, choose three out of the four equations

to solve. Here, the following eqtians are chosen.
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3"Y vy
cL'Y
[ vey Y2 Y
cL'Y
We also know that3Y “Y Y. Substituting the manufacturedatasheet parameters and

measurement conditions, we get thelfowing values for a single TEC

0 T & the corresponding thermal resistance is 5.26 K/W

Y T1@oqm
)
Y 18t ¢ g

Comparing to values computed in other papers, these values are in the typical[g)ge 564] These
values will be usful in numerically testing the thermal modédéveloped laterCAy | f f 8 = A (G Qa ¢ 2
putting these pareneters in the context of what idesired out of a TEC. In a cooling application, a high

TEC efficiendg required Qyaxshouldbe large, but for a v level of input power.

Steady State TEC Equations

A simple model of the thermal system that this report deals with Bigure9 (a). A source of heat (in
this case a CPU that generate¥/Psits below a TEC, h in turn lies beloveome thermal resistance R
K/W. T, is the ambient tempeature, which is typically 29K (20 C).Jand T are, respectively, the hot
side and cold side temperatures, in K, of the TEC. R models the thermal resistance of the faod&his m

is approximate because it neglects the thermal resistances of the copper heat spreader, silicon die, and
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thermal interface material. These thermal resistances are relatively small compared to the fan and TEC

thermal resistances.

il T,
R R,
Th Th
TEC TEC
T Te
R,
P
T;
)

Figure9 Thermal Models

A more accurate model Bigure9 (b), which includes a thermal resistance @®ove the TEC, and a
thermal resistance fFbelow the TEQf the TECs are on top of the copper heat speradas irFigure6
on page24, R represents the fan thermal resistance, aRgaccounts for the thermal resistance of the
silicon die and the heat spreadefjis the junctiontemperature of the dicon, inK. If the TECs are
directly on top of the digpas seen with some of the setups discussed inRetated Worlchapter, R,
models the thermal resistance of the fan and heat spreader, amtddunts for the thermal resistance

of the silicon dieRderenceFigurel9on page48for a diagram of a setup with the TECs on die.
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Overall, neither of these models accounts for thermal contact resistances. Therefore, in the
experimental setup, a thermahterface material is always spread between adjacent surfaces to provide

good thermal contact.

First consider the case of diagram (a)Figure9, with a single TEC sitting above the heat source.
Examining the case of 2 TECs, aaith its own power supply, will come later. The latter case is relevant
because the experimental setup uses 2 TECs. Regardless, the goal is to derive an expressasrafor T
function of R, TEC current, TEC parameters, P, ai®bme basidefinitions ae listed below:

"Yh YO QQoRHL@QQREEQQE o

"“Yh "YO® ¢ & @O0Van Qi idoi Q

"Yh "YO& & Q0Qan Qi ikdsoi Q

"Yh GaoQ@han Qi iRdoi Q

"'Oh "YO& 6 1 1HQ® o

3'Yh Y Y

0 h YOI @&t Q6 NEE OQ

Y R YO® & Qo ol i GRE R T Q

0 O &0 RI & QoI Qb1 ¢ ol £ 1

Yo oi 5@ awnRi Qikod: G0

In both figures (a) and (b), the following two equations hold. Note that the temperatures really do have
to be in Kelvin. The objective is to solve for the cadie semperatureT.. In figure (b), if /is desired, add
P*R. to T.. If a numerical model of the system were implemented, the following two equations would be
AdzZFFAOASYUG® t SNF2NX¥AY3I YANDK2FFQEA OdNNByid 1+ ¢
solve. However, the goal here is to investigate an analytical model. For figure (b),instee&d of R. In

the following discussion, some of the detailed algebra is purposely skipped over for the sake of brevity.

The intermediate steps can be worked lignd.
1. Y Y YYYO 'Y Y -0OY
2.0 YO UOY Y -0OY
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Rearranging (1) to isolate, we get

Yz op o YYYQ)Y Y 0YY g‘YY"O

Substituting this expressn for T, into (2) and rearranging to solve fog, We get

5 2 Y <O Py vvou Yo
YN Y TN

Doing some further rearranging by putting the right hand side under a common deatamin

poYYYQ'Y LY 0UWO g'Y"O g'YY"YO
YOYYO 0 YOYYO v

“y

Equation3 TEC Cold Side Temperature

As a check on this expression, evaluatehen | is 0. The thermal resistance should simply be (1/K+R).
Additionally, the expression was checked against the output of a computer algebra system, Maple. The
results match. As a function of L, i$ a rational function. It has a third order polyn@hover a second

order polynomial. Unfortunately, without knowing the specific values of parameters, it is difficult to
evaluate the behavior of the equation. However, some interesting aspects of the equation to explore

are— , and— 1t The former is important because it shows haygiws as function of CPU power

for a fixed current. The latter is useful because, empirically, for a fixed P, the cold side temperature as a

function current is kkhaped and has an optimal current at whickisTminimal.

Trivially,— ——— . Determining an expression for the optimal current | is more algebra. The

basic idea is to differentiate using the quotient rule. Thérere is some expansion of products and

rearranging to be done. Ultimately, the following characteristic polynomial is obtained.

32



g'Y YYO YY'YO oY Y g YWY S'Y YO

COW cUOYYY O YWY cuYY OY O 0YQQOYYW

T
Equation4 TEC Optimal Current
An analytical expression for the roots of a fourth order polynomial does exist, but it is unwiglely.
best approach is to keep the above equation in mind, and given specific values for the parameters, solve
for the roots numerically. As a check on the expression, | chose particular realistic parameter values and
compared the minimum computed via theat-finding method (two roots were complex conjugates,
one was negative, and one was positive, making the real solution easy to pick) against a plsired T

Equation3. The minimums matched up.

Finally, consier the case of two TECs, mentioned previously. Assume the cold and hot side
temperatures are the same for both of the TECs. This assumption is an approximation, considering that
during experiments with the real CPU, each TEC has a slightly differentevattegss it. Also assume

that the current | through each TEC is identical and independently contradled that the TEC

parameers are identical. In this case,

0 ¢ "YYO 03Y g"O'Y
Similarly, the heat pumped at the hot side of the TECs is

n 0 ¢OY cOY (cYYO qu3'Y ¢ %’O‘Y

Following an idea from Gray, make the follogitransformatons[19, p. 45]Le& 'O ¢@  cURY

~'Y. Thend °"YYO 0 Y -'Y "O. And, similarlyyY Y Y'YY'O 0 Y -'Y "O. Having
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made these transformation for I, K, and, Rve end bak at equations (1) and (2) mentioned above.

Hence, all the analysis done thus far applies.

These models are shown to accurately predict the experimental behavior of the system in the

Experimental Verificatiosection, which comes after the discussion of system thermal resistance.

System Thermal Resistance

All of the components of the standard systepthe fan, the thermal interface material, the copper heat
spreader, and the silicogcan be lumped into a singthermal resistance. In the TEC system, when the
TECs are off, having the TECs in the system will increase the thermal resistance above the level of the
standard system. Thus, the thermal resistance of the standard system and the TEC system can be

compared.To estimate these thermal resistances,

1 Run a variety of benchmarks on the systems. For the standard system and the TEC system, gcc
and povrg were run over the 1.6 to 28Hz range. Fan speed is fixed at a specific rpm.
1 Plot temperature, averaged oveoth time and cores, against CPU power. The trend should be

linear since thermal resistance is a linear element.
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Figurel1 TEC System Thermal Resistanc® & TEC Current
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As shown irFigurel0 and Figurell, the thermal resistance of thetandard system is around O.44W,

while the thermal resistance of the TEC system (with no TEC current) is 1.6 K/\kesh#t,ahe TEC
system temperatures are 2 to 2ttimes higher in this 15 to 3W range of CPU power. The digital
thermal sensor readings that report CPU core temperatures only Basignificant figures (e.g. 35).

Even though the multimeter has greateregision, the thermal sensor precision makes the thermal
resistances have 2 significant figures as well. On the other hand, one of the nice features of the Intel

digital thermal sensors is that they are locatedts hottest portions of the di¢l3, pp. 5857].

The data shows nice linear trends. Theényercept of each line should represent roomntperature,

which is roughly 2€ in the lab based upon the thermostat reading. When the CPU produces no power,
the junction emperature should simply be 22. The data sggstroom temperature is either 2€ or 33

C, which is off the mark. This demonstrates that the accuracy of the digital thermal sensors is not very

good, particularly at lower temperatures.

Another discrepancy between the two plots is that the range df @Bwer differs. For the TEC system
experimens, CPU power is consistentiy2 higher.One potential reason is that leakage powspws
with temperature;the TEC system rura least 30 C hotterHowever this 2 Wdifferencewill have a
minimal impact. Eve if the CPU power consumption vee2 W higher for all data points in the standard
system plot, temperures would only shift up by €. After all, the thermal resistance ofettstandard

system is only 0.44/W.

In the standard system, the fan accounts fioost of the thermal resistance. The copper heat spreader is

about3 cm x 3 cm, and is about 0.261 thick, based upon a micrometer measurement. The thermal

z

resistance is- 181 1% The silicon die is around 8 mm x 19 mm, based upon hand

measuements, and maybe hm thick[32, p. 4] The thermal resistance is - T8 .
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The thermal interface material can be neglected since ggread in very thin layers, perhaps um(1

mil) thick (although even in such thin layers it might exceed the thermal resistance of the copper heat
spreader). So, in our measuremenssibtracting off the die and spreader thermal resistandés, fan

thermal resistance is around 0.4 K/W. In the TEC system, on the other hand, the thermoelectric coolers
account for the bulk of the thermal resistance. Assuming they account for all of the extra thermal
resistance in the TEC system, their thefmesistance isiround 1.2 K/IW1.60.4). ThisR2 Say Qi Y I G OF

with the TEC datasheet values, which put the thermal resistaf@ TECs in parallel at X68N.

These thermal resistance values are only approximations. First, the method of measuring CPU power by
measuring he power of the &in 12V notherboard supply is inaccurdteThe 12V supply powers the
regulators for the CPU, not the CPU directly, and these regulators (VRMs) might only be 80% efficient at
best. Voltage regulator efficiency can vary as a function af.|dhe thermal resistances reported above

are underestimates, since the actual CPU power is really less than reported. This partly explains why the
experimentally determined TEC thermal resistanfel.2 K/Wis less than the datasheet valud 2.6

K/W.

The variation of regulator efficiency as a function of load can explain why the plots predict room
temperature inaccurately. Consider a real thermal resistance &/W. At 0 Wreal cpu power,
temperature should b0 C at 1W 21 Cat 2W 22 C. If the regator is 50% efficient at all loadthen

the readings would be & measured power at 2C, 4 W at 22 C. Theintercept would still be at 2C.

If the regulator is 50% efficient atW CPU pwer, and 25% efficient at @/, then the readings would be

2 W meaured power at 21C, and 8W at 22C. Based on the datahe yintercept is no longer 2C, but

is instead 20.67 C.

* The motherboard manual shows the motherboard connectors, and mentions that the motherboard uses an 8+4
phase power supply desid&3, pp. &8].
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There are other problems with the methodology as well. Not all the CPU power goes up through the
spreader. Some exits through the bottom thie motherboard. Failing to account for this effect will
lower measured thermal resistances. Radiation should be a negligible effect. Also, treating the CPU
power in bulk is inaccurate. For example, only 2 out of the 4 cores of the CPU generate pongptitkiri

experiments, and the portions of the spreader directly above these cores will be somewhat hotter.

Figurel2 shows how the TEC system thermal resistance varies as a function of TEC current. This data
was cokkcted by runningycc and povray from 1.6 to 2@Hz, as before, but at various TEC currents. In

the Steady Statd EC Equatiorsection of the Modeling chapter, an expression for the rate at which the
coldside TEGemperature varies was derived—= ——— . The junction temperaturéY 'Y z
0 "Ysince Tand T are simply separated by some thermal resistance; Sigeire9 in the Modeling
chapter. Theefore the TEC system thermal resistance-4s — 'Y . This thermal resistance—is a

function of TEC current, so the changing thermal resistances (the slopes of the lines) in the plot make

sense. For a fixed Tkurrent, the thermal resistance is constant: R, S, and K are system parameters.

The data shows that for the case of this TEC system, the thermal resistance decreases as a function of
current. However, the main trend is that as current increases, th@ercept decreases, though there

are diminishing returns at higher currentor instance, the lines fordand 5A TEC current esseritia

overlap, so the B line was omied from the plot. Since the A line is roughly the best the system can

do, it can be used to compute at what CPU power the TEC system will no longer be able to cool below
the standard system. Setting the thermal resistance of the standard system equal to the TEC system
thermal resistance at A:p&0 c¢® 180 ¢ @Solving, P is rough26W, after which point the TEC
system will have higher temperatures than the standard system, even when a current is run through the

TECs.
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TEC System Thermal Resistance at Varying TEC Currents
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Figure 12 TEC System Thermal Resistance at Varying TEC Current. As current inctbastgermal resistance tends to
decrease. However, the more significant trend is that thengercept of the lines decreases as TEC current increases. normr is
the norm of the residues, and shows how good the linear fitting to the data The standard sstem line is shown to
demonstrate the CPU power up till which the TEC system can cool below the standard system.

Experimental Verification

As discussed, a relatively simple analytical model for the TEC system is available. The purpose here is to

show thatthe model fits the experimental data, if the model parameters are chosen appropriately. The

model treats all thermal resistances as lumped quantities. The model also requires certain parameters:

the thermal resistance jRhat comes from the fan, the theral resistance Rhat comes from the silicon

die and heat spreader, the thermal conductance K of the TECs, the electrical resistai¢heRTECS,

and the Seebeck coefficient S of the TECs.
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For Rand K, the thermal resistances determined based uporettigerimental data will be used. This is

necessary because, as mentioned previously, the CPU power measured is not the real CPU power, but
includes the inefficiency of the voltage regulatorg.aRd K from the experimental data are computed

based upon thénaccurate CPU powers, and are therefore consistent with the inaccurate CPU power
values. The model must use the CPU power values since they are the only ones available; using the
experimental Rand K rather than calculated values will provide better hlssuSince Ris relatively

small, a calculated value will be usedQR2 @I f dz8 Attt y20 KI@S YdzOK 27
experimental value for Rs 0.4K/W. The calculated value of K for the TEC, based upon the datasheet is

0.19 W/K, while the experiental data suggests it is 0.4%/K for a single TEC. However, it turns out that

the model fits thedata better if a value of 0.9V/K for a single TEC is chosen.

For Rand S, the TEC datasheet values will be usedndRS are unrelated to thermal resiat®, so it is

a good idea to use the datasheet values rather than trying to determine them from the data. The data is
inaccurate because of the CPU power issue, so will probably badly estimate the real values of.S and R
However, it is possible to estinathe values from the data. For example, the equation for TEC power,

0 "“BY'O'Y 'O can be used. Given two separate @zJPdata points, and knowing. &and T, (¢l =

Th¢ Ty, S and Rcan be solved. Unfortunately, computingdind T, requires using the CPU power values.

For example, fTis roughlyY Y zoy

The parameters used are below. The TEC parameters K, S, amnd r one TEC. R and ambient
temperature are not TEC parameters. Biant temperature is set at 3@ rather than the reasured
room temperature of 24C because the thermal resistance plots suggest the system sees room

temperature as being closer to 3D
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R 0.4K/W

K 0.3W/K

S 0.021V/K
Re 0.920hms
Tamb 30C

The angytical and expemental graphs for gcc at 2.8 GHz and 22 W of CPU pansdvelow. Note that
the plot is for average temperature, averaged over all cores. This provides better results since the plot
employs a TEC static model, which assumes the systanaisteady state.

2.8 gcc Analytical and Experimental Plots
80

=4 Predicted
—©— Actual

Average Junction Temperature [C]

TEC Current [A]

Figurel3gcc Analytical Model

The analytical plot is relatively accurate. The mean absolute error is 0.6 Gth{€ofrequencies besides

2.8 GHz, the mean absolute error is simil@he worst mean error 8.4 Cat 1.6 GHz) For most current
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values, the analytical plot underestimates the actual temperature. The analytical solutiorctgred

optimal current of 4.4A, and the real opthal current is between 4 andA as well.

The analytical model also fitata from other benchmarks welkor example, the average temperature

vs. current plot fits very inely with the analytical model, when using the sapagametersasused with

gcc (sed-igureld). The mean error i$.2C.

2.8 poway Analytical and Experimental Plots
90 r

=4 Predicted
—©— Actual

Average Junction Temperature [C]

30 r r r r r r r r r r
0 0.5 1 15 2 2.5 3 3.5 4 4.5 5

TEC Current [A]

Figurel4 povray Analytical Model
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Alternative Setups

A Copper Shunt for Heat to Escape

A significant drawback of the TEC system is that the TECs have a high thermal resistance when the TECs

areturned off. The datasheefor the TECs used here gives the thermal resistance T&@s side by side

as around &b K/W. At 10W CPU power, thaheans the system would run 26 hotter with the TECs in

it, if the TECs were not engaged. A way to mitigate this is to add some copp¢hgo metal) in parallel

with the TECs, to provide another path for heat to escape. This is shdviguLirel5 below.

(a) extra copper

tec

tec

fan + heatsink

(b)

extra copper

tec

tec

spreader

| gpu

| cores2,3 [ cores0,1 | sa

Figurel5 Extra Copper. These figures show what a system miggt {o

fA1S

GAGK SEGNI O2LILISNI I RRS

¢

>

to scale. In the simulations described in this section, the amount of extra copper present is varied. (a) A top down vibes of
TECs, in which the spreader is underneath the TECs and extra cofigeA side view showing all the components of the
system.The TECs are effectively embedded in the spreader.

While this will have a benefit when the TECs are not engaged, TEC performance will go down when the

TECs are on. Recall that the heat drawn ftbmcold side of the thermoelectric cooler'8YO 03"Y
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-'Y 'O (see Steady StateTEC EquatiopsWhen this copper is added, K goes up, making the TEC less

effective. The question is whether theeis some optimal amount of extra copper to add. The point is not
to be concerned with TEC power consumption. Instead, the objective is to choose the amount of copper
that allows the system to reach the lowest temperature possible, even if that lowestdeanpe is

reached when the TEC is on.

To check what the optimal amount of copper is, start by adding a 3 cm x 3 ckdfloopper which is
about2.54 mm L00mil) thick next to the TECs. (Add some extra copper, which has the same area as the
TECs, belothe TECs so the height of the TECs and this extraecogdds up to2.54 mmas well.)
Incrementally decrease thaize of the 3 x 3 blockand at each step determine the minimum
temperature obtainable; the minimum temperature might be obtained when thesT&®@ on. TEC
current is limited to4.9 A maximum since that is roughly the maximum TEC current the datasheet
instructs not to exceedUse a numerical model for the system Higure6 (see Steady StateTEC

Equationson page29for more details on this model). The simulation specifics are:

z

f C2NJ aAYLX AOAGeQa al 1S laadzyS GGKIFIaG GKS (g2
single TECurrent feeds the two TECShis is different from the experimental setup, in which
each TEC has its own power supplgr one TEC, K = 0.K, R = 0.920hms S = 0.02V¥/K.
tg2 ¢9/a& O2yySOGSR Ay &aSNARSa f A1=%K &KAGand# y
{ Q [ITheHTEGbparameters are based off of the datasheet for TEC device used in all of the
GKSaraQ SELISNAYSyiGao

1 The fan thermaresistance is assumed to be K4AW. This value ivased upon the standard

system thermal resistance expents. Sed-igurel0on page35.

1 The CPU generatesther 30 or 40/ of power, all of which flows upward through the TECs.
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1 Assume the material parameters listed in the secfidrermal Modelingpn page9. If a range of
values is possible, choose the maximum value.

9 For physical dimensions, use the dimensions listed inBheipmentsectionon page27. This
applies particularly to the silicon die dimensions. Other dimensions are important as well. For
instance, the TEC dimensions partly determine how much thermal interface material gets
spread. The TIM is spre28.4 um { mil) thick.

9 Use alumped model for all of the thermal resistances.

Copper Area Optimization at 40 W CPU Power
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Figurel6 Copper Area Optimization at@W CPU Power
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Copper Area Optimization at 30 W CPU Power
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Figurel7 Copper Area Optimizatioat 30 W CPU Power

In Figure16 and Figurel7, the xaxis shows copper area as a percentage of the 3 cm x 3 cm starting
point. The xaxis is on a logcale to highlight the asymptotic behavior at high percentages and low
percentages. If copper area were increased above 100%, the temperature would reach some limit. The
same goes if copper area were decreased even further. The temperatures predicted by the model are
lower than what one gets on a real system with the TECs; thdemunderestimates some thermal

resistances.

Here, though, only the general trends are relevant. When the CPU power is 40 W, the best performance
is achieved when as much copper as possible is used. At 30 W, on the other hand, the best performance

comeswhen as little copper as possible is used. Regardless of CPU power, using an intermediate amount
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of copper gives bad results; this is not a general trend though, since applying 60 W of CPU power makes
the maximum occur at the lowest percentage (deigure18). The TEC currents which produce the
optimum temperatures are lower at higher percentages. For the 40 W case, TEC current is 4.9 A on the
far left and 0.4 A on the far right. For the 15 W case, TEC current is 4.9 A on #fedad|0.4 A on the

far right as well. At the high copper percentages, the TEC has minimal impact. Running the TEC at 0.4 A
brings temperature down 0.1 C compared to keeping the TEC off. This emphasizes that adding copper
basically eliminates any good etts TECs have. If a very large amount of copper were added, it would

68 068aid (2 18SLI GKS ¢9/a 2FF a2 (KSe& R2yQiG 3ISYySNI

Copper Area Optimization at 60 W CPU Power
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Figurel8 Copper Area Optimization at 60 W CPU Power
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To maximize TEGfectiveness, using as little copper as possible is best. However, at some level of CPU
power, the TE@ermal conductance K (0.19 W/K for a single TEC) becomes a lidlgfitperatures get

a2 KAIK ¢gKSYy (KS ¢9/ Aa 27T Ftempetatire dowrNslfough TrheZTFECsi KS ¢
still perform some cooling. In the 40 W caseFigurel6, the temperature drop compared to the TECs

being off is 94 C. It is just that this cooling is insuffici®mtce thisCPU powethreshoR A & NBIF OKSRZ
0Sad G2 KI@S |a YdzOK O2LJIISN) & LRraaArotSe ¢KS ¢9/
effectively not have it at all

The best design is to have no copper surrounding the TECs. Although the system may not be able to
tolerate high CPU loads, it will be effective in cooling up to some point. Future analysis should consider

whether these patterns hold when the TEC parameters are different (ethiniffilms are used, the

thermal conductance K will be higher).

TECson-Die vs. TECson-Spreader

fan + heatsink

spreader 3 [mm]
tec tec ~ |09 [mm]
copper 0.2 [mm)]
| gpu [ cores2,3 [cores0,1 | sa | ~ |1 [mm]
7 [mm] 10 [mm)] 2 [mm]

Figurel9 Alternative System Setup

The problem with the experimental setup is that it is ineffective at hotspot cooling. Ideally, engaging 1
TEC would cool one pair of cores more than the other pair. Based up@nvaben of the real setup,
this is not the case. The reason is that the spreader distributes the cooling effect of the TECs equally

over the die (sed-igure6 System Diagrajn Rather than placing the TECs on tdghe spreader, the
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alternative setupn Figurel9 places the TECs more or less directly on the die. The copper above the die

is very thin and is an attempt at mechanically protecting the die. The copper spreaaleove the TECs

to provide better thermal contact with the heatsink. The spreadsstributes heatacross its area and

provides a larger surface for the heatsink to contabtK S&S G662 &aeéadSvya-o-NBE GSN

ALINBI RSNE -onRRSEKEeadsSNao

To compare the two designs experimentally, the following system was setup. The system was configured
twice, once with the TECs directly on the die, and once with the TECs on top of the spreader. For
simplicity, this system used a dual core processor wittieasize of roughly 1 ¢mThe quad core

processor, on the other handhas a die size of around LB

1 Processor. Intel E7400 (Wolfdale) with 3MB cache. Based upon measurdmgenier, the die
size is roughly 0.9 cm x 1.0 cm. The die is rectandlite.processor is a dual core processor,
and has two thermal sensors, one per core. Interestingly, based on observation, these thermal
sensorshave a lower limit (roughly 3C€) below which they do not record temperature. The
processor has 3 frequencettings: 1.6, 2.13, and 2BHz.

I 2 TECs. The model is the same as used in the other experiments.

1 Fan. The same 180 solution used in the other experiments is installed in this system as well.

1 Unlike inFigurel9, the setup did not include a proteiste layer of copper above the die for the
TEGon-die case.

1 Miscellaneous. 2 GB RAM, 250 GB hard disk, the same OS as in the other experiments, Gigabyte
GAG3IM-ES2L motherboard, OCZ 50(Qp@ver supply.

1 Benchmarks. gcc, powaand omnetpp at 1.6 and 2.8 GHz.
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An important physical property of the &g is that 2 TECs take up 1d4n® of area, while thesilicon die

takes up only 10@nm* The TECs extend beyond the dimensions of the die. This is visually represented
for one dimension inFigure20 below. In the other dimension asell, the TECs are roughly 12 mm long
while the die is only 1énm long.The TECs are centered on the die so that each TEC lies over one of the

cores. The'EGon-spreadersetup swaps the order of the spreader and the TECs.

12 [mm)]

fan + heatsink

spreader |03 [mm)]
tec tec 3 [mm]
[ corel core0 | | 1(mm]
9 [mm]

Figure20 Dual Core System

The system thermal restiance K/W is depicted figure21 below for both setups.
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Dual Core Thermal Resistance

120
& tec on spreader
100 b y=3.0629x + 19:608
mtec on die
80

.'g'./‘ y = 1.9928x + 25.203
40

20

Average Junction Temperature [C]

CPU Power [W]

Figure21 Dual Core Thermal Resistance: T&@Die vs. TEOnSpreader. The system with the TECs on the silicon die has
significantly higher thermal resistanc&/W, as evidenced by the slopes of the lines.

Considering a simple model of the sysiethe thermal resistances of the two setups should be
equivalent. Swapping the order of the TECs and the spreader should not make a difference. However, it
turns out that theTEGon-die system has a higher net thermal resistance, which is indicated kslape

of the line. It is roughly K/W higher. One potential reason for this is that the entire lower surface area

of the TECs does not contact the die. As mentioned above, the TECs have a larger area than the die. As a
rough justification of this, imagatwo extremes. First, suppose the die only contacted the TECs at a tiny
point. In this case the net thermal resistance would be even worse. On the other hand, imagine, in
Figure 20, a layer of copper in between ¢hdie and the TECs. This would improve performance by

distributing heat to the entire surface of the TECs.

The thermal resistance of the duedre TEGon-spreader system is 2.0 K/W, while it is 1.7 K/W for the
gquadcore system (see paggb, Figurell). Since the fan accounts for the majority of the thermal
resistance, and the same fan is used in both the -doa¢ and quaetore setups, the thermaksistances

should be closer to each other. The mokely explanation is that the quacbre setup was assembled in
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a better fashion, with lower thermal contact resistances between surfaces. This anomaly is irrelevant to

the discus®n here because results for the de@dre system only are being compared.

Interms of hotspot cooling, however, tHEECoNn-die systenperforms better. Povray at 2@8Hzwas run

for 120s, but only the TEC above core 1 was engaged. The average temperature over time was collected

for each core. ThEE@n-die system runs hotterbecauS 2 F (G KS KA IKSNI GKSNXYI f NE
evident that core 1 is cooled disproportionately more than core 0. InTtB&€n-spreader system, the

cores cool more uniformly.

Avg. T Avg. T
junction junction
core0Q |corel(Q

TEGon-die 90 77

TEGon-spreader | 66 61
Table4 Dual Core System Hotspot Cooling

A central problem with theTEGon-die alternative design is that it is mechanically risky. First, the
processor ships with the integrated heat spreader on top of tige(sleeFigure8 on page25). Removing

the integrated heat spreader is difficult. Additionally, exposing the die risks damaging it; the heat
spreader acts as mechanical protection. ©nihis mechanical protection is removed, the die is
susceptible to cracks, for example. ThEGon-die system is also difficult to design such that it has the
same thermal resistance as thEEGon-spreader system. Although hotspot cooling is an important
aspect of thermoelectric cooling, for the purposes of this study, usingTlB&on-spreader system

makes more sense.
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4.Dynamic Thermal Management

Introduction

This chapter first characterizes the TEC system behavior, and then uses this informatiptetoant a
controller for the TECs. The system characterization is primarily a comparison of a standard system with
no TECs to the TEC systeffhe comparison is done over a range TEC currentsThe system
characterization also examines how dynamic voltagd frequency scaling (DVFS) couples with the TEC
system.The controller optimizes performance by varying TEC current and processor frequency, subject
to a temperature and power consumption constraint. The inputs to the controller are temperature, CPU
power, and TEC powef.he controller section examines how varying the temperature constraint and

power consumption constraint affects the performance of the controller.
System Characterization

Procedure

The purpose of this set of experimenissto examine hav thermoelectric coolers can complement
dynamic voltage and frequency scaling. Typically, DVFS is ustddt off performance, power
consumption, and temperaturd-or example, the adaptive thermal management system in the Intel i5
3450S uses DVFS to lgridown temperatures if tey ever exceed a critical linfit3, pp. 5&57]. Scaling

down the clock frequency will lower dynamic power, and permits lowering voltage as well. Voltage
affects static power consumptiotoo. The cost of DVFS is performance, since the clecuéncy is
scaled downTECs provide an alternative mechanism for decreasing temperatures, but come at the cost
of consuming extra poweconsumption at the system leveAs an example, consider running an
application at 2.8 GHz that overheats the CPUh&athan scaling down frequency, engage the TEC.
Some performance benefit is gained at the cost of the power that the TEC consumes. This section

considers this poweperformance tradeoff.

53



Two benchmarksfrom the SPEC2006 suitgere run on the systempovray and gcc. povray does ray

tracing, and gcc is a C compil@nly two benchmarks are used because the system characterization

section is concernedostly with averagebenchmark temperature and power consumption over time.

When averaging over time, which benchmark is used d@esally matter, because the transient

behavior ofthe benchmark is smoothed awaBasically, each benchmark is run at a variety of {DVFS

setting, TEC current} pairs. Also, there needs to be some reference against which the TEC system is
compared. This reference is the systerthaut the TECs, but with everything else identical. This system

Ad GSNXYSR GKS aadlryRIFINR aeéaidSyoé¢ LRSIHfteéex GKS ¢9/

lower than the standard system.
In more detail, or each benchmarkone trial consists ahe following

1 On theTEGon-spreader system

0 Runthe benchmarkat all combinations of DVFS setting and TEC current. The 13
available DVFS timgs are between 1.6 and 2.8 GHz inclusive, inGHE stepstHaving
13 steps is advantageous because it alloke éxperimenter to vary frequency in very
fine steps and infer general trendBhe TEC currents used for tkesxperiments were 0,
1,2,3, 4, and 5A. TEC current refers to the current that each TEC receives. Each TEC
has its own power supply. Generallyhen TEC current is referenced it refers to the
level of current that each TEC receives; e.g. 4 A refers to each TEC receiving 4 A of
current. Regarding TEC power consumption, it is reported for both TECs combined
unless otherwise specified.

o0 For each comibation of DVFS setting and TEC current.

A Run two instances of the application. Running two applications makes the CPU

generate sufficient levels of power to make the experiments interesting. Run
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one instance on core 0 and the second instance on core & @and core 3 are
on the edges of the block of cores. It is realistic to schedule the applications on
these cores since the cores are as far apart from one another as possible. This
will minimize core temperature.

A Run the applications for 120 B1 between runs, wait for 12 to let the CPU
cool down and return to room temperature. When procegsdata, discard the
first 30 s of runs. Analyze the data once the system has reached some steady
state.

A Sample data every second. The data includes multimetadings, temperature
sensor readings, etdlore details are in the sectioBxperimental Setup

9 On the standard system,
o0 For each DVFS setting, run the benchmark. Record CPU power consumption, etc. The
specificatiors on number of applications, runtime, and sampling rate from above apply

here as well.
Once the data is collected, the following analysis can be done.

9 Total power consumptionThe CPU power consumption and TEC power consumption can be
totaled.
1 Energy (E) rad energydelay product (EDRyetrics. When considering energy alonehet best

metric would be runtimeimes averageotal power consumption. However, since djgations

are run foronly 128 = NHzy GAYS AayQ uﬂ—l-z—g-k—?\ fPC & inSrdctionsdagrii A Y S

cycle.An approximation of the metric that has similar properties-is——. Here, we are

looking at the reciprocal of the powelelay product (energy), soidgher numbers a better,

since they indicate more performance per powdéiternatively, delay can be included in the
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metric by considering the product of energy and delay. An approximation of thisHs——,

since EDP is runtime*energigain, hitper numbers are better for this———— metric. Both

metrics allows comparisons between different scenarios involving a single benchmark. (For a
given benchmark, IPC is roughly fixadd increasing f will reduce the runtime

1 Maximum, minimum, and average temperaturéhis can be done on a peore basis.
Alternatively, temperature can be averaged over all 4 cofés. percent temperature difference
between adjacent cores can be computed as well. The cores with applications rumningno
should be at higher temperatures, although how accurately the temperature sensors are
calibrated will affect whether this really holds true.

9 Standard system comparisomhe temperatures achieved by the TEC system can be compared

against the standar system temperatures.

Temperature vs. TEC Current

To begin with, the behavior for the benchmay&cwill be considered. Then the behavior foovraywill

be compared. The most basic plot of system behavior shows the maximum temperature reached by any
of the cores during the duration of the run against TEC curfiértim a thermal management/reliability
perspective, maximum junction temperatufeather thanaverage junction temperature) is the relevant
guantity. From the perspective of constructing a modir the TEC system, average junction

temperature is a better quantity to consider.

56



gcc TEC Cooling at Varied CPU Frequencies
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Figure22 gcc TEC Cooling (Maximum Temperaturg) help in distinguishing between curves, note that lower frequencies
always run cooler.

In Figure21, the xaxis shows the TEC current input into each TEC. It also shows the total power
consumption of the TECs. TEC power consumption grows quadraicalljs"Y'O "0Y . For a given
current, all the frequencies had roughtlye same TEC power consumptidimat is, in this range, TEC
power consumption did not vary much with CPU power consumptewen thoughgdl is changing,
because the Joule heatndominates The curves showlEC systenperformance at different

frequenciesThe dashed lines show standard system performance at different frequencies.
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Ultimately, a central question is whether the TEC system can cool below the standard system. In the
case ofgccit can regardless of frequencyHigher frequencies will have higher temperatures, which

makespicking out which curve represents which frequeeagier.

If the plot uses average temperature (over all cores) rather than maximum core temperasiie

Figure 23, the curves lookmore regular Maximum temperature is a hatt-predict quantity. For
example, with a given TEC current, sometimes several different frequencies obtain the same maximum
core tempenture. Average temperatuteon the other handwill smooth away time variations in CPU
power for a benchmarkin terms of cooling to standard system levels, both maximum and average
temperature give similar result$n both cases, étween 2 and 3A of TECcurrent (10 to 20W of TEC
power) is required to cool to standard system levé@ls.give a specific caserfgcc 1.85Hz, roughlp A

(10W of TEGpower) must be used to cool to the 1.8 GHz standard system level.

58



Average Junction Temperature Over All Cores[C]
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gcc TEC Cooling at Varied CPU Frequencies
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Figure23 gcc EC Cooling (Average Temperaturd)o help in distinguishing between curves, note that lower frequencies
always run cooler.

As noted above, TEC power consumption does not vary much as a function of CPU power. At 1 A TEC

current, power consumption is roughtile same (+/ 0.5 W) at both 1.6 GHz and 2.8 GHz. Thigure

24 above shows TEC power consumption averaged over all frequencies.
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gcc Average TEC Power Consumption
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Figure24 gcc TEC Power Consumption

Since many of thelots here are done for different DVFS settings, it is worthwhile nativag CPU
power as a function of DVFS setting is described by the following equation 'Q . The Greek
letters represent constants, f represent frequency, and V represents processor voltagdirst term
represents dynamic power due to switching and the latter term represents leakage; dynamie short
circuit power is neglected drause in modern processors it has a negligible effddt Ch. 5]
Alternatively, the shokrtircuit power can be considered a fixed percentage of the switching power, and

h OFy 0SS Y2RAFTASRSLIBWIR2Z LB¥I F$O8IeNE fA1S GKS O LX
NRdzGAy3aZ | yR | RS LISy Ra .aAfyoltahé Days2rildiively fixdd s fledquéntyl 3 S O

increases, the growth in power will be linear as a function of DVFS setting. However, thedwddd
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potentially be differentbecause voltage needs to increase to enable increases in frequéheyCPU
power consumption as a function of DVFS setting is belo®igare25, for reference. The trend looks

mostly linear.

Average gcc CPU Power vs. DVFS Setting

22 T T T T T T T T T T T T

CPU Power [W]
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CPU Frequency [GHz]

Figure25gcc CPU Power Consumption vs. DVFS Setting

The behavior of the xperimental data against the analytical modedhs considered previously in the
Steady StateTEC Equationsection on page29. Here, it suffices to say that the data does match
expectatons. To demonstrate, jgk a particular frequency for the TEC systdime rate of temperature

change decreases as current increagescurrent increases, there are diminishing returns.

The effectiveness of the TEC diminishes at higherufrgies.In Figure 22 on page57, mnsider
operating at 5A TEC currentOne notices that the difference between the 2.7 GHz standard and TEC
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plots is smaller than the difference between the 1.8 GHz standard angl®&d~igure26 displays this
trend. It shows how far below the standard system the TEC system canbedad, function of CPU
power rather than DVFS settinds CPU power increases, the TEC sy@téam | t0 #06! helo@ the
standard systemtapers The plot shows much random variation since it uses maximum temperature,

but the overall trend is visible.

gcc TEC Effectiveness at 5.00 [A] TEC Current
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Figure26 gcc TEC Effectiveness

The theoretical explanation for this is that the deiive of TEC cold side temperature with respect to

CPU power is— ———— (see Steady StateTEC Equation®n page 29). Assigmig typical

parameters of R = 0.4/W, S = 0.02¥/K, and K = 0.8®%//K (experimental valug)we get— p

O & of 8¢ a8t & o. At a currentof 4 A, this evaluates to 1.4/W, whik at OA this
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evaluates to 1.&K/W. On the other hand, wht the standard system, tempenate grows at a rate of
about 0.44K/W. As power increases, temperature grows at a faster rate in the TEC system than in the
standard system.The difference in rates is at bedt K/W. This accounts for the decrease in
effectiveness.The slope of the line ifrigure26 (at some intermediate point) is closer to OKW. A

discussion similar to this one was given in 8ystem Thermal Resistangedion on page34.

Consider operating at 2.86Hz on the TEC system, and the amount of TEC power required to cool to
various standard system levelsigure27 below shows how much TEC paws required to cool to the
1.6 GHz standard system, 1.7 GHz standard systemAg#in, this plot shows random variation because

it is computed basg upon maximum temperature rather than average temperature.

gcc Cooling to Spreader Lewels at 2.80 GHz
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Figure27 gcc Cooling to Spreader Levels at 2.8 GHz
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2 gccapplicationsby themselves consumaround 14W at 1.6 GHand 20 W at 2.8 Gz L hads@n |
that the TECsisually consumemore power than the application. Consider the frequermr-total-
power, orl/E,metric, which shoule ashighas possibleThe 2.65Hz plot at 3 A roughly intersects the
1.8 GHz standard system lifie Figure22 on page57, so theseéwo 41 Cpointsare goodfor comparison.
Some roughly equivalent operagnpoints are listed imable5 below. Although 2.6GHz gives more
performance, it costsglisproportionately more powerThe same is true with 1.8Hz, which gives just
incrementally better performancelhe metric at 2.65Hz and 2 A is 0.08ut the cooling is only to 5C.
All of this assumes that performance will scale linearly with frequeatthiough this might not always
be the case. An extreme case is an application that spends most of its time waitimgriwory orlO

operations to complete rather than doing computation.

Frequency (GHz) TEC Current (A] 1/E Metric 1/ECP Max. Core T | Note
(GHz/W) Metric (©)
(GH"2/W)
1.8 N/A 0.1 0.174 41 Standard systen
1.9 2 0.07 0.139 42
2.6 3 0.06 0.158 41.5

Table5 gccl/E and 1/E® Metrics at Equivalent Operating PointdNote that larger values for the metrics are better.

Even with thel/EDP metrigwhich shouldoe ashighas possiblethe 2.6 GHz and 3 A opeiag point is
worse than operating at 1.8 GHz and 0 A. If delay were given even more priority, say WHiFa
(energy delaysquared) metric, then the 2.6 GHz operating point would look attractive. For example, {2.6
GHz, 3 A} would have &7F 0 ¢ oncgo0 ‘Df 0.41, while {1.8 GHz, 0 A} would haveetric 0f0.31.1t

is difficult to assign meaning to the specific numbers the metrics take on. However, the broader point is
that the TECgrovide performance gains bure rot energy efficient If onereally values performance

over energy consumptigrthen the TECs are attractive.

For both the E and EDP metrics, the metric has a maximum as TEC doecreases for a fixed

frequency, as shown ifable6 for 2.8 GHz gcd his suggests that if the TECs avslightly more power
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efficient ¢ that is, if the optimal coefficient of performance were at a higher currettiey would be a

design win.
TEC Current (A)| 1/E (GHz/W) | 1/EDP (GHz"2/W)
0 0.110 0.307
1 0.116 0.325
2 0.091 0.255
3 0.064 0.178
4 0.044 0.124
5 0.031 0.088

Table6 2.8 GHz gcc 1/E and 1/PMetrics. Note that larger values for the metrics are better.

Extending the notion of equivalent operating points, the following contour ipl&ligure28 shows which
{DVFS,TEC current} pairs are equivalent in terms of operating temperatUfguire22, for example,
the standard system 1.8&Hz temperatte is 41 C. Based on the plot below, 4tad be met at 2.&Hz
and4 A, or at 1.6 GHz andA& Both CPU power and TEC power are listed on the plpesormance

per-power metric values can easily be computieg hand if necessary
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Figure28gcc Isotherms

For a fixed frequency, the curvestgecreasingly spaced as current increases. This matches up with the
temperature vs. current curves, which show that increasing current has diminishing returns. Put another
way, to obtain a fixed temperature change at each step, more and more increasgéntcis required.

For fixed current, on the other hand, the curves are equally spaced. This matches up with the TEC
effectiveness curve, which shows the behavior of temperature as a function of power. The TEC
effectivenesscurve should beoughly linearbased upon calculated valueso the equal spacing in the

contour plot makes sense.

The new insight that the contour plot provides is that, for a fixed temperatur€Ridoower increases,

more and more current is required. The effect is more pronouncetbaer temperatures. At low
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temperatures, the isothermgurn quite sharply to the right. This shows that to maintain a fixed

temperature, disproportionately more power from the TEC is required as CPU power increases.

In terms of isotherm plot inaccuracies the plots were generated by linearly interpolating the
temperature vs. current curves, even though the temperature vs. current curves are nonlinear. So, the
contour plot is only an approximation. The lack of smoothness in the curves comestlisom

interpolation, and fronrandom experimentabariation.

Benchmark Comparison

A bendmark thatconsumes more power thagccis povray. The overall trends in terms of DVFS and
TEC tradeoff are similar. The main differebe¢ween gcc and povrag that,sinceCPUpower increases

for povray the TEC becomes less effective. The TEC system is less and less able to reach the
temperature levels of the standard systesit 2.8 GHz gcc was able to cool 6.5 C below standard levels,
while povray is only able to cool 4G bdow, as seen ifrigure29. Extrapolating therend, by 35W of

CPU power consumption, the TEC system will not be able to cool to the standard system levels.
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Figure 29 povray TEC Effectivess This figure shows how far below the standard system the TEC system can cool, as a
function of CPU powerThis plot is analogous t&igure26, except that this plot is for povray rather than gcc.

A final point is that theoverall system behavior does not vary significantly with benchmark. As long as
two benchmarks are consuming the same amount of power, then behavior is simtian averaged

over time.

Thermal Management

Given the understanding of DVFS and TECs developidséctionimplements a simplefeedback
controller for the thermoelectric coolers. The controller will attempt to maximize performance while
adhering to temperature and power constraintdore concretely, the controller optimizes benchmark

runtime, since ratime is the best measure of performancehe temperature constraint is a restriction
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on the maximum diéemperature, which is measured using the digital thermal sensors embedded in the
microprocessor. The power constraint accounts for the power consampif both the CPU anthe
thermoelectric coolersTo achieve these criteria, the controller will vary the CPU operating frequency

and the TEC current.

A central theme will be the comparison of a D\IREy controller with a DVFS+TEC controller. The BVFS
only controller attempts to meet the constraints by only varying CPU frequency. On the other hand, the
DVFS+TEC controller has both the TECs and(Bywfasnic voltage and frequency scaliagjjts disposal.
Consider a scenarim whichthe junction temperatue exceeds the maximum allowed temperature.
Rather than decreasing processor frequency, ¢batroller can engage th&€ECs to bring temperature
down while maintaining performance. Finally, this sect®amineshow varying the values of the
constraints (eg. choosing a temperature constraint of 70 r&her than 80C) affects controller

performance.

Controller Design

The easiest way to describe the controller isiiflowchart First, here are some definitions.

9 1 ¢ TEC current, in A. Increasing TEC curvghitbring down temperature, but at the cost of
additional power consumption. Decreasing current will increase temperature, but decrease
power.

1 f ¢ CPU frequency, irGHz. Increasing frequency will increase temperature and power.
Decreasing frequency will deease temperature and power.

1 P The currat total power consumption, iW. The total power is the sum of the CPU and TEC
power consumption.

1 Tc¢ The highest tempeture out of all the cores, i€S.

1 TmaxG The temperature constrainin C
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1 Pnax¢ The totalpower constraintin W.

1 IhaxG The maximum cuent that the TECs can use,An Thiscan bea physical device limit that
the manufacturer specifiedt can also be the optimal current, discussedtia sectionSteady
StateTEC Equationgfter which the TECs stop cooling to lower temperatures, even though they
consume more powemote that in doing the system characterization, regardless of CPU power,
this optimal current hovered around A. Therefore, in the contller design, J.x Will be fixed at
4 A.

T Ihin € A minimum threshold below whicthé TEC current cannot drop,An This will usally be 0
A. A case in whichy} might be nonzero is when the system requires the TE®amn
continually to prevent overheatg.

T fiin fnax¢ The maximum and mimum processor frequencies, (BHz.

1 Twst ¢ The temperature hysteresis built into th@mtroller, in C For example, if th operating
temperature is 1 Melow the constraint, it may be better to maintain the presenttstaather
than increasing the frequency. Stepping the frequency up will most likely cause the constraint to
be exceededThis 1C threshold is s

1 PByst ¢ The power hysteresibuilt into the controller, inW. This is similar toJs. If the current
power is only slightly under the constraint, it may be better not to increase frequency or
current.

1 The controller rate is the rate at which the controller makes decisions. For example, the

controller might reevaluate and decide new current and frequencytisgfs everyl0 seconds.

In addition, there are two operations.

1 ++. This increments the variable by a predetermined siep. For exampld++ will increment

the TEC current by a step. f++ will increment CPU frequency by a step. On the processor used in
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these experimentsthe minimum step size is 0GHz.f and | can be considered as discrete
variables.

1 --. This decrements the variable the predetermined stepsize.

The flowchart for the controller algorithm is belawFigure30. The flowchart considers the case of the
hysteresis values being 0, to avoid adglunneeded complexity. See t@ontroller Psuedocodsection

in the appendices for a complete description of the algorittkso, he flowchart assumes that the
increment and decrement operations tell the user whether they succeeded or not. The operations will
fail if an increment would push the variable beyond its maximum constraint (.. lfay), or a
decrement would drop the wvéable below its minimum constraint (i.emif, k). A fundamental
assumption of the controller algorithm overall is that TEC current is capped at the optimal current, so

that increases in current always produce drops in temperature.

This algorithm execues at every timestep the controller is invokedhere are four main cases
consider: (1) neither the temperature nor the power threshold is exceedddtiie temperature
constraint is exceededub the power constraint is not {3the power constraint is>xeeded but the

temperature constraint is naof4) both constraints are exceeded
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Figure30 Controller Algorithm FlowchartThe diamonds represent decision points, and the ovals represent starting or ending
points. The -- and ++operations, in addition to decrement or incrementingreturn to the user whether they executed
successfully or not.
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In words, if neither constraint is violated, the controller first attempts to increase frequency to improve
performance. If it cannot do deecause the maximum frequency has been reached, it decreases current

to save power. If only the power constraint is violated, the controller first attempts to decrease TEC
current, since some thermal slack is available. If TEC current is at the miniheuoontroller decreases

frequency. On the other hand, if only the temperature constraint is violated, the controller first
increases TEC current if possible, in order to cool the chip down. TEC current can increase because there

is some portion of the powebudget available. If that is not possible, frequency is decreased. Finally, if
020K O2yaiNIAyGa FINB OAz2flGSR (GKS O2ydGNRftSNI Fidd

decrease current, because doing so would exacerbate the temperature constigation.

One takeaway is that the controlledways tries to increase frequency if possitidso, he controller
always attempts to increase TEC current before decreasing frequency, in order to maintain optimal

performance.n the T<Tmax and P<Pntase, the current decrement is done to save power.

The parameters available for tuning the controller are: the constraint values; the hysteresis values; the
predetermined step sizes at which current and frequency chatige controller rate.Also, if the EC
current is fixed at a particular value, then the only variable available for manipulation is the processor

frequency, so a DVESily controller is obtained.

Experimental Results

Two experimentswere conducted. Unlike with the system characterization petiments, here the
benchmarks were run to completion. The runtime of the benchmark is the ultimate measure of

performance.

First an unlimited R,x wasused atT,.x of 70, 75, 80, and 8& to observehow, in the best case, the
DVFSTEQontroller improveson the DVF®nly controller.Three gcc applications were ruNote that
the DVFSnly contoller fixed TEC current at O&rather than OA because of a minor power supply
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issue detailed below. This is essaiiyi irrelevant because at 0.A the TECs néier consume much
power (around 0.M) nor have anyignificant cooling effect. 0.3\ is mostly equivalent to @ in this

case.

In the second experiment, two gcc applications were rip.« was varied at various fixedmk
constraints. The J.x constraintschosen were 45, 50, 55, and This low range was chosen because
the standard system operates in these temperatures when running two gcc applications run at once.
The idea is to create realistic scenarios in which the TEC system is actudtlg betww standard

system levels.

Table7 summarizes the experimental setup details. Some of the motivations behind the experimental

setup are discussed in the bullet points below.

Experiment 1 Experiment 2
Thyst (C) S S
I:)hyst ON) 3 3
Imin (A) 0.5 0.5
Imax (A) 0.5(DVFSnly) or 4 (DVFS+TE( 4
fstep (GHZ) 0.1 0.1
lsiep(A) 0.5 0.5
Controller Rat€Hz) 0.1 0.1

Table7 Setupfor Controller Experiments

1 The SPEC2006 benchmark gcc wasgonwvas chosen as the benchmark to run because it has
quite variable power consumption over time and is a good challenge for the contrigiteer
two or three instances of the benchmark were rahthe same time The affinities were set to
coresO, 1 or 0, 13. Running two instances is convenient because the system characterization
used two instances of gcc. Running three instances provides some divEusityework should
consider a widevariety of benchmarks, since each benchmark has different behavior over time.
For examplesome benchmarkdike hmmerhave relativdy flat power consumpon over time,

while othersare more variable.
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The controllertriggered everyl0 s. Data on temperature, power, etc. was externally logged
every 1s.

The minimum TEC current was set at 0.5 A. If the power supplies for the TECs are setto 0 A, and
an application is running on the CPU, the power supplies get put into an error state. The reason
is that when the TECs are not engaged, they develop a voltageodthe Seebeck effect. The

power supplies see this voltage, adsable themselvesvhen the voltage gets large enough.

The DVFS+TEC controller must keep € €urrent at a minimum of 0/5to prevent thepower
suppliesfrom being disabled, since it gages them from time to timeTo make a fair
comparison between the DVieBly and DVFS+TEC controllers, the B3RS controller
maintains a fixed TEC current of (A%as well.

The experiments described here were performed on the qoaik Intel i53450Sprocessor,

using two TECs. Each TEC received the same amount of current, since the experimental setup is
not conducive to hotspot cooling. Any operating point achieved by running each TEC at different
currentsx andy can be achieved by running each TEGaahe identical currenz. Using non
identical currentswvould simply add complexity to the controlleAs a reminder, whenever TEC
power is mentioned it refers to the power consumed by both of the TECs combined.

Each experiment was performed only once.



The first set of data concerns a controller with no power constraint. This data will contrast eoBlYFS
controller and a DVFS+TEC controller. The ¥RScontroler has a fixed current of 0.B. The
DVFS+TEC controller has E 4.0A. Plots of tle two controllers for3 applications ofgcc running

simultaneousharein Figure31 andFigure32.
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Figure31 DVFSOnly Controller with No Power Budget. With this controtleTEG:urrent is fixed at 0.5A, as seen in the plot

of TEC Current. The TEC power consumption is negligible, and the total power consumption matches the CPU power
consumption. In the frequency plot, the glitch between 600 and 700 seconds is unaccounted fdrnaay be due to the

LINE OSaaz2NRa 26y | RI LIThe@&shed &N tdmpeyatuse Ipla 8 W&tghiparature constraint.

76



gcc Control: Tmax = 75 [C], Pmax = & [W], Imax = 4 [A]
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Figure 32 DVFS+TEC Controller with No Power Budget. In the plot of power, to distinguishp®®&€r note that it is the
lowest of all three types plotted. The transient behavior of the temperature is visible. Faaraple, the TEC ramps up to 146
at 100s but the temperature onlyreaches a steady state at 150 The 100 s point is also notable druse it shows the
controller increasing the TEC current in order to permit an increase in frequency.

Both controllers are relatively effective at maintaining temperature below the constraint. They both also
maintain the temperature in a stable fashion. wever, the DVF8nly controller must decrease
frequency at times. On the other hand, the DVFS+TEC contredlehes 2.85Hz and stays theré&or

this 75 C temperature constrainthé average operating frequency improves b§%, and runtime
decreases by PA. Note that increases in frequency may not always create decreases in runtime,

especiallyf the benchmark is bottlenecked on 10 or memory operations.

The energy consumption (averag®al power times time) of the DVFS+TEC controller is 18840 J while

for the DVF®nly controller it is 19272 J. The fact that the DVFS+TEC controller consumes less energy
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seems to be a contradiction, since tligstem Characterizatiogection (pageb3) emphasized that the

TEC system is not energy efficient. However, it should be noted that here a comparison is not being
done between(a)the DVFSnly controller on thestandad system and (b) the DVFS+TEC controller on

the TEGon-spreader system. Instead, the DW#8y controller is running on the TE®@-spreader
system as wellThus, these experiments are not meant to contrast the energy consumption of the two
controller types. Thy simply show that the controller is designed well enough to give increases in
frequency and decreases in runtimehe ideal experimenfwhich should be conducted in the future)
would compare the DVF&nly controller on the standard system with the DVAS3 Tontroller on the
TEGon-spreader system, while usimguch lowertemperature constrairg closer to 45C. This type of
experiment would accurately characterize the energy tradeolfse experiments described later in this

section run at lower temperat@r constraints, and are used to approximate this ideal experiment.

A drawback of both controllers is their response tirRer example, it takes over 1@80or the DVFS+TEC
controller to reach B GHz.The leaves room for improvement using a proportionalpooportional

integral controller.

Table8 examines the DVF&ly and DVFS+TEC controllers at different temperature constrdihes.
table does not show energy consumption because, as described above, it is alingglstatistic in this

case.
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Tmax 70 (C) | Tmax 75(C) | Tmax 80 (C) | Tmax 85 (C)
DVFS| DVFS+ DVFS| DVFS+1 DVFS| DVFSH DVFS| DVFS+

Controller type| -only | TEC | -only | EC -only | TEC | -only | TEC
Maximum Rea

Benchmark | Temperature

Data Reached(C) 75 79 80 80 88 84 91 89
Average f
(GH2) 1.8 2.7 2.2 2.7 2.4 2.7 2.6 2.7
Average | (A) | 0.5 1.0 0.5 0.9 0.5 0.7 0.5 0.6
AveragelEC
Power(W) 0.2 2.4 0.1 1.7 0.1 1.0 0.1 0.6
AverageCPU
Power(W) 21.0 | 235 |225 | 251 23.7 |25.2 |24.6 |27.6
AverageTotal
Power(W) 21.1 | 259 |22.7 |26.8 23.7 | 26.2 |24.7 |28.2
Runtime(s) 806 | 764 849 | 703 820 | 723 818 | 679
Percentage of
Time in
Violation of
Constraints 25 10 15 10 12 8 8 7
Percentage
Increasein
CPU

Calculations| Frequency -- 46.4% | -- 19.3% | -- 11.2% | -- 5.1%
Percentage
Decreasen
Runtime -- 52% | -- 17.2% | -- 11.8% | -- 17.0%
(TEC
Powe/(Total
Powe) as a
Percentage 0.7% | 9.1% | 0.5% | 6.2% 0.4% | 4.0% | 0.4% |2.0%
Maximum
Overshoot(C)
(Maximum
Real T-Tmax) | 5 9 5 5 8 4 6 4

Table8 DVFS+TEC vs. DMy ComparisonIn these experiments, Pmax B (really 200W). The DVF8nly controller uses
Imax = 0.5A. The DVG+TEC controller uses Imax Ad4Total power is the sum of the CPU power and TEC power. The values
in the table are rounded, TEC and CPU power may not add up to the Total exadtte that even if CPU frequency
corresponded to runtime exactly, the percentage increase in frequency would not equal thiegntage decrease in runtime

sincethey are both slightly different calculationsuse the formula runtime = (# instructions/(f*IPC)) to eehis.

79



Based upon the data, in the best ca@e 70 C constraiftthe DVFS+TEC controller provides a 46%
improvement in frequency. The maximum possible improvement is 75%, sigce 2.8 GHz and.f =

1.6 GHz. The best improvement in runtime was 24 which somehow occurred with the 75 C constraint
rather than the 70 C constrainParticularly when exaining average operating frequency, as the
temperature constraint decreases, the DVFS+TEC controller performs better and better than the DVFS
only controller.The improvement in runtime shows this trend to some extent, but is more randomly
distributed. Thé is because two gcc runs may not be identical. The controller may behave slightly
differently during each run. Additionally, since all thens were performed successively, caching will
have an impactPreviousruns will warm up the cache for subsequennhs. These problems can be fixed

by flushing the cache in between runs, and by conducting multiple trials.

The DVF®nly controller must cut frequency to meet the temperature constraint, while the DVFS+TEC
controller maintains a constant frequency of opdon. Howeverthe DVFS+TEC controller increases
TEC power consumptioand does so more and moas the temperature constraint decreases seen

Ay (GKS &L SOk LI 2Intering of adi@rdller Behaviar KrSall cased theSemperature is in
violation of the constraint for some percentage of the tinfee temperature exceeds ghconstraint by

a maximum of 9 CWhile this appears excessive, the plotg-igure31 and Figure32 show that the

temperature constraints are really only significantly violated for short periods of time.

The second experiment examines how varying the power budget affects CPU frequency and TEC power
consumption. The assumption is that CRé&fifiency corresponds with performance and runtime, which
may not alwayde accurate. This experiment runs two gcc applications at once rather than three, as in

the previous experiment.

Figure33 and Figure34 showthe cortroller behavior for Tmax = 46and power budgets of 4W and

25 W. In the 25W scenario, because of the strict power budget, the controller cannot increase TEC
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current as much as it wants to meet themiperature constraint. The controller is forced to instead cut

CPU frequency.

gcc Control: Tmax = 45 [C], Pmax = 40 [W], Imax = 4 [A]
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Figure33 gccControl with Tmax = 4&and Pmax = 40V. At some points, TEC power consumption almost excetbe power
consumption of the CPW\ote that TEC power consumption includes the power consumption of both TECs.
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gcc Control: Tmax = 45 [C], Pmax = 25 [W], Imax = 4 [A]
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Figure34 gcc Control at Tmax = 45and Pmax = 25V. Compared to the 40V power budget, theoperating frequency is not
2.8 GHz most of the time.

Figure 35 shows how controller performance varies as a function of power budget, for fixed
temperature constraintsLower temperature constraints require higher power budgets since they need
more TEC current to be suppliethis is why each of the curves starts at a different pdudditionally,
for lower temperature constraints, the growth rate of frequency as a function of power buddeiver.
Compare the Tmax = 45and Tmax = 6C curves. At the lowegtower budget aviable, the 45C curve

starts out graving slower compared to the 60 curve.

Consider a fixed temperature constrairit lower frequencies, increasing the power budget slightly
gives larger gains in performanceompared to increasing the power budget I tsame amount at a
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higher frequency This trend ixacerbatedat lower temperature constraints, particularly at 45 C. This
trend is expected. The temperature isotherms plot kigure 28 on page 66 in the System
Characterizatiorsection shows that, for a fixed temperature, achieving higher performance requires
more and more TEC powdlin fact, this plot is very similar to the isotherms platcept that the total
power budget is plotted on the-axis rather than TEC currefthis shows that the trends iRigure35

are not specific to the controller implementation, but are more general.

The underlying ®planationfor the trendsis illustrated inFigure36, which reproduces the temperature

vs. TEC current curves investigated in 8ystem Characterizatiosection. As fregency changes, each

of the curves is equally spaced. For gcc, as frequency increased, CPU power more or less grew linearly
(seeFigure25 on page6l in the System Characterizatiosection) Thermal resistancé&/W is constant

for a fixed TEC current (séggure1l2 on page39 in the Modeling chapter)and stays within some

limited range over all TEC currentherefore, he spacing between the curves will be the change in CPU
power times the thermal resistanc&or each transition to a new frequency while maintaining a fixed
temperature, incrementallymore and more current is gpiired. Remember that TEC power grows

guadratically with current.
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DVFS+TEC Controller: gcc Performance at
Varying Power Budgets
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Figure35 DVFS+TEC Controller: gcc Performance at Varying Power Budigster temperature constraints require a larger
power budget. Second, as the power budggicreases, to achieve a fixed increase in frequency requires more and more
power. This trend is more visible for lower temperature constraints.

Junction Temperature vs. TEC Current

1.8 [GHz]

Junction
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Figure36 Junction Temperature vs. TEC Current. This plot shows frequency transitidile maintaining a fixed temperature
constraint.

Figure37 shows the proportion of total power taken up by TEC power consumption. As the power

budget increases, the percentage of TEC power approaches someTlimstis because after a certain
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current any further. Also, as Tmax decreases, the proportion of TEC power grows rapidly.

DVFS+TEC Controller: TEC Power Consumption
at Varying Power Budgets
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Figure 37 DVFS+TEC Controller: TEC Power Consumption at Varying Power Budgets and Temperature Constraints. As the
power budget increases, the proportion of TEC power approaches some limit.

Showing the data ifrigure37 another way, he TECQoefficientof-performance ¢/Pecis plotted as a

function of power budget ifrigure38. Inthe TEC setup used in this theglse TEC is forced to pump all

of the CPU power, so. ¢g the CPU powerTherefore, the COP igfdPc . is nhot usually fixed when
measuring the COP for a TEC, so this plot is not the standard plot of COP as a function of TEC current
(see[21] for an example of the typical plbtNevertheless, in thislpt here, the TEC is more efficient at

lower power budgets and highéemperature constraintsAs the power budget increases, performance
increases as the CPU runs at a higher frequency and the TEC current also increaa@gain the
temperature constrant. So, while both CPU power and TEC power are increasing, it is clear that TEC
power is increasing more quickly since the COP decreases as a function of power Bodgefixed

power budget and increasing temperature constraint, CPU frequency incresisiés TEC current

decreases. Thus CPU power increases while TEC power decreases, so the COP rises.
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For a given temperature constrainthe COPhas a lower boundbecause after the power budget
increases beyond a certain point, the CP the maximum?2.8 GHzwhile meeting the temperature
constraint,and there is no need for further increases in T®@er since there is no more performance
to be had Finally, if there were a temperature constraint and power budget at whichctrdroller

would run without he TECs on, the COP would be infinite.

DVFS+TEC Controller: TEC COP at Varying Power

Budgets
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Figure38 DVFS+TEC Controller: TEC COP at Varying Power Budgets and Temperature Constraints. Strictly speaking, the TEC
COP is plotted. However, the COP of a TEC device is usually meashesthe TEQot-side temperature is fixed, rather
than when fixing q. In these experiments, the TEC is forced to pump all of the CPU power, isdiged.

Table9 shows the data used iRigure35, Figure37, andFigure38.
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Est %
Change
(TEC inf, vs.
Aw. | Avg. Percent | Power)/ | DVFS
Power Run | TEC| CPU | Avg. | Percent | Decrease| (Total onlyon
Budget | Avg. f | time | P P Total | Increase| in Power) | Sd.

(W) (GHz) | (s) W) | W) |[PW)|inf Runtime | % System
25 20| 699| 6.6| 14.4| 21.0 -- -- 31.5%| -13.0%
30 23| 640| 9.7| 15.8| 25.4| 15.9% 8.4%| 38.1% 0.0%
Tmax = 35 25| 657]10.2| 16.2| 26.4| 24.1% 6.0%| 38.7% 8.7%
45 O 40 26| 589| 11.3| 16.9| 28.2| 30.0% 15.7%| 40.2%| 13.0%
22 20| 767| 3.6| 14.5| 18.2 -- - 20.0% --

Tmax = 27 23| 616| 58| 16.3| 22.1| 13.9% 19.7%| 26.4% -
50 O 32 26| 546| 79| 17.8| 25.6| 27.6% 28.8%| 30.7% -
20 19| 666| 1.7| 15.3| 17.0 -- -- 9.9% -

23 21| 653| 29| 15.7| 18.7 12.2% 2.0%| 15.7% B

Tmax = 26 24| 585| 3.7| 17.2| 20.9| 24.3% 12.2%| 17.7% B
55 (C) 29 26| 564| 41| 17.7| 21.9| 35.0% 15.3%| 18.9% B
19 1.7| 661| 0.7| 15.4| 16.2 -- -- 4.4% B

21 20| 656| 1.1| 16.0| 17.1| 15.5% 0.8% 6.5% B

Tmax = 23 23| 588| 1.7| 17.4| 19.1| 35.0% 11.0% 9.1% -
60 (C) 25 25| 595| 24| 18.0| 20.4| 42.2% 10.0%| 11.8% --

Table9 DVFS+TEC Controller Behavior at Varying Power Budgets. For this data, 2 gcc applications were run simultaneously to
completion. The final column approximates a corapson to the DVF®nly controller running on the standard system.
Please see the discussion in the text on why tlEnly anestimate.

In the System Characterizatisection(page53), two gcc applications nning for 120 s on the standard

system hit a maximum temperature of 45 C when running at a fixed 2.3 @g&dzhits its highest

temperatureswithin the first 120 s of runtimeThus, a rough comparisdretween (a) the DVFS+TEC

controller running on the TE@n-spreader systemand (b) the DVFSnly controller running on the

standard systemcan be madeAny controller run that has an average CPU frequency of 2.3 &idz

temperature constraint of 45 C can substitute foe DVF®nly controller This substitution depends on

the controlled run with an average 2.3 GEBPUrequency being equivalent to a run with fixed 2.3 GHz

frequency. Thisis obviously inaccurate Additionally,the initial notion that the fixed 2.3 GHz run

accurately represents the D\V4BSly controller meeting a 45 C temperatucenstrainton the standard

systemis flimsy.It is particularlyshakyfor a benchmark li& gcc, which consumes variable amounts of
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power over time.The DVF®nly controller wouldincrease frequency during times of low power
consumption rather than keepingrequency fixed As a side notefwo applications of gcc on the

standNR &@a0GSY R2yi0termdd maximanddperature sb no comparisn is possible

beyondthe 45 C point

Table9 shows that for a 45 C temperature constraint, if the average CPU frequency is 2.3 GHz, then the
averageCPUpower consumption i45.8 W,andthe runtime is 64G. (Using another 2.3 GHz point at a
different temperature constraint wo do because leakage power increases with temperatus@ce
the average CPU frequency is 2.3 GHz, this data approximates how theoy/ESntroller would
behave on the standard sgsn while meeting a temperature constraint of 45 &ince the standard
system(which has no TELs being approximated, the TEC power consumption becomes irreleVhat
standard system wouldonly consume powervia the CPU Thus, the DVFSnly total energy
consumption using just the average CPU powenuld be 10100 J.At a 40 W power budgethe
DVFS+TEC controller oretME@n-spreader systenconsumes 28.2 W of averagetal (TEC and CPU)
power over a runtime of 589 s. The energy consumption is 1660@etall, comparing the DViealy
and DVFS+TEC controllers, with the DVFS+TEC comtuoifiene decreases by 8.0%, while exgy

consumption increases by 64.3%.
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5. Conclusion

Summary

This thesis investigated a real TEC system that cah & microprocessor, and then developed a
controller to thermally manage the system with the TEW@&en runningtwo applicatiors of gcc
simultaneously with &0 Wpower budget and @5 C temperature constrainthe thesis estimatedrat

the DVFS+TEC controller provides88 decrease in runtime compared to a DR controller at the
cost ofa 64%increase in energy consumptiorAdditionally, the transient behavior of the system as the
DVFS+TEC controller ran was investigakeat. the scenario just describethe maximun overshoot
above thetemperature constraintis 7 C. Thetemperature constraint is violated 3.8% of the time. In

terms of response time, temperature reaches a steady state within 200 seconds.

At the beginning, ie Modeling chapter presenied the basic TEC system setup wétheal quad-core
processorTwo TECare placed on top of the integrated heat spreader. The fan and heat sink go on top
of the pair of TECs. The alternative desigh (1) placing copper in parallel with the TECs and, (2)
putting the TECs directly on die, were deemed less effedtivainimizing junction temperature.The

inefficacy of (2)s not a general result.

The steady state model developed for the TEC system gives an estimate of junction temperatures, as a
function of CPU power and TEC current. Comparing the steady state model tephengental data,

the model performs well if the correct model parameters are cho3ee. model parameters may have

to be determinedempirically instead of by purely analytical methadsevertheless, the model predicts

the optimal TEC current which minizess junction temperature. Also, in terms of predicting junction
temperature over the entire range of TEC currents, the mean error for the model compared to the

actual datas less than €.
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In the Dynamic Thermal Managemeahapter, he system characteritian compared a standard system

with the TEC system. To characterize the TEC system, two SPEC2006 benchmarks (povray and gcc) were
run at various processor frequency settings and TEC currents. The TEC ast@itinérmal resistance

of 1.6 K/W when the TECare off, while the standard systema$a thermal resistance of OkdW. While

this seems a daunting obstacle for the TEC system to overcome, if the TECs are engaged at sufficient
current levels, the TEC system can cool to temperatures below those sfahdard systemThis is true

only up to maybe @ W of CPU power consumptioffhis is the primary limitation of the TEgstem.
Realistically, at 30 VEPU power, junction temperatures are not high enough to justify needing the extra

cooling the TECs prowd

In any case,he cost of this cooling is TEC power consumptirt the major benefit, as the controller
demonstrates, is performancé histhesisconcluded that for this particular setupwhile the TECs can

cool below standard system levels and provide additional performance, they do not do so efficiently. For
example, running two gcc applications, the startdaystem can run at 1.&Hzand 41 Cjunction
temperature. The TESystem can dahe same at 2.65Hzand 3A of TEC current distributed to each of

the TECSAL this 2.6GHzand 3 Asetting,the TECs consume more than \A0of power by themselves,
which is greater than what the CPU consuméswever, running at 2.6 GHz also improves @enfance

significantly.

The system characterization also determined equivalent {DVFS setting, TEC current} pairs that all
maintain the same maximum junction temperature. Lower operating temperatures require more TEC
power consumption. Also, as DVFS setimgl performance increase, the rate at which TEC power
consumption grows increases. These observations were confirmed with the contbiéer the power

budget and temperature constraints were varied.
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Finally the controller section contrasted a D&y ontroller with a DVFS+TEC controller. With an
unlimited power budget, as the temperature constraint decreases, the DVFS+TEC controller maintains
performance while the DVF&ly controller is forced to cut frequency to meet the temperature

threshold.

Directions for Further Work

The downsides of the TEC system are that it can only cool up to a certain CPU power limit, and that its
power consumption is relatively high. Therefore, one line for new work is to improve on system designs,
particularly by consideng thinfilm thermoelectrics.A second pathwould be to develop a transient
model of the TEC system and finme the controller using itAs is, all of thenodelingwork done in this

thesis is based on a static TEC mo#el. examplethe controller can & improved to work optimally

over all possible p#&trns of CPU power consumption, or to have a better response to step changes in

CPU poweconsumption
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6. Appendices

Data Reliability

This study considertsvo SPEC2006 benchmarks: god povray. Each behmark is run over CPU core
frequencies anging from 1.6 to 2.&Hz(in 0.1GHz increments) ahTEC currents range from 0 téA\%in

1 A increments)(The TEC current refers to the current that each TEC receives. There are 2 TECs in the
system) There arel3 frequencies, and 6urrent levels. A single trial for a benchmark is defined as
running that benchmark’'8 times, each time at a different (core frequency, TEC current) pair. A run is
defined as a benchmark run at a particular core frequency and TE€hturr tabular form, a single trial

looks like the following. Each run is a single row in the table.

Frequency (GHz) TEC Current (A) Data
1.6 0
0
2.8 0
1.6 1
1
2.8 1

Two trials are run for each benchnkato account for random variation; any analysis uses the average of
the two trials. Nevertheless, there should be minimal variation between trials because running
benchmarks is a mostly deterministic process. The benchmark, frequency, and TEC curréoht shou
uniquely determine the CPU temperature. The experiments control for factors like CPU fan speed and
thread affinities> CPU fan speed is fixed at 2000 rpsince the fan has an attached potentiometer to

control rpm Two instances of the benchmark, sag,gare run simultaneously. Instance 1 is fixed to run

1 LRGSYGAZ2ZYSGSNI O2yiNRta GKS Fly &LISSR® C2NJ F FFAYAGAS

system call wrapper.
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on core 0, instance 2 on core 3. While it is difficult to control for variations in ambient temperature, and

the behavior of the operating system and caches, these are minor effects.

The best measurenm for comparing equivalent runs in two separate trials is the average temperature,
which is averaged both over time and over all four cores. All aspects of the system, including TECs, CPU
power, and fan, affect the average temperature, so it is usefulsueament for detecting anomalies

between trials.

Figure39 and Figure40 show the distribution of mean deviation and relative mean deviation (the mean
deviation expressed as a percentage of the meanjbken trials, by benchmark. For each of th@

pairs of equivalent runs in the two trials, values are plotted in the histograms. For example, suppose the
aveaage temperature of gcc at 1.8Hzand 1A during trial 1 is 3ZC, and during trial 2 it is 3& The

mean deviation is 0.&, and the reld@ve mean deviation is 100*0.632.5 C, or 1.5%. The relative mean
deviation is more revealing because a fixed absolute deviation is worse at lower temperatunest tha
higher temperatures. At A TEC current, whermperatures are low and around 20 a 1C deviation

means more than at 0 A TEC current, wemperatures may be around 30.Since these experiments

do not involve many random processes, the histograms for gcc are shown below as an example. The
histograns for povray and the standard system data are not shown. The standard system is defined as

the system without the TECs.
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gcc Awverage Benchmark Temperature: Deviation over Multiple Trials
18 T T T T T

Number of Occurrences
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Figure39 gcc Deviation over Trials
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gcc Average Benchmark Temperature: Relative Deviation over Multiple Trials
18 T r 0 T T r 0

Number of Occurrences

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Relative Mean Deviation over Multiple Trials [%)]

Figure40gcc Relative Deviation over Trials

Note that each plot contains deviations for ruasall 13 frequencies and allorrent steps. The sum of

the occurrences in each plot is thd8. The deviation may be a function of frequency and et For
instance, runs at 2.&Hz might intrinsicallydve more deviatioracross trials than runs at 1GHz. The

L 20a 0208 R2y Qi NBOSIE &ad2OK LI GGSNyao ¢KSe R2
benchmark, relatie mean deviation stays below%® The distribution is skewed towards lower

percentages. The nity of deviations are below%. This level of deviation is acceptable.
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System Pictures
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Figure41 Fan and Motherboard
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A —————

Figure42 Power Supply and Multimeter. The bottom photo showene of the power supplies. The top plo shows the
digital multimeter, with the shunt resistor plugged in.
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Controller Psuedocode

if(t < tmax && p < pmax) {

/~k
Since neither constraint is exceeded, it is safe to increase
frequency if possible. Otherwis e, decrease TEC current to save
power.
*/
if(t < tmax -t _hyst && p < pmax - p_hyst) {
if(f < fmax)
f++
else if(i > imin)
i --
}
/*
In this case, it isn't safe to increase frequency. However, if
the maximum frequency hasn't been reached yet, a nd there is power

budget available, try to increase the TEC current to cool the
processor further. Subsequently, a frequency increase may be

possible.
*
if(t > tmax -t _hyst && p < pmax - p_hyst) {
if(i < imax && f < fmax)
i++
}
/*
Here, decrease TEC current to save power.
*/
if(t < tmax - t_hyst && p > pmax - p_hyst) {
if(i > imin)
i--
}
if(t > tmax -t_hyst && p > pmax - p_hyst) {

/ldo nothing
}
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/~k
Since the power budget is exceeded but the temperature constraint is

not, try decreasing TEC current first while preserving performance.
*/
if(t < tmax && p > pmax) {

if(i > imin) {

| -
} else if(f > fmin) {

f--
} else {

error(p constraint failed)
}

}

/*
To decrease temperature, first try increasing current to avoid hurting
perform ance.
*
if (t > tmax && p < pmax) {
if(i < imax && p < pmax - p_hyst) {
i++
} else if(f > fmin) {
f--
} else {
error(t constraint failed)
}

}

/*
If both constraints are violated, try to alleviate both problems by
decreasing frequency. Temperature is considered to have priority over
power, so TEC current is not decreased, since that might increase
temperature.
*
if (t > tmax && p > pmax) {

if(f > fmin) {

} else {

error(t and p constraint failed)
}
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