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ABSTRACT
Lowering power is one of the greatest challenges facing the IC industry today. We present a power-aware placement method that simultaneously performs (1) activity-based register clustering that reduces clock power by placing registers in the same leaf cluster of the clock trees in a smaller area and (2) activity-based net weighting that reduces net switching power by assigning a combination of activity and timing weights to the nets with higher switching rates or more critical timing. The method applies to designs with multiple clocks and gated clocks. We implemented the method and obtained experimental results on 8 real-world designs after placement, routing, extraction and analysis. The power-aware placement method achieved on average 25.3% and 11.4% reduction in net switching power and total power respectively, with 2.0% timing, 1.2% cell area and 11.5% runtime impact. This method has been incorporated into a commercial physical design tool.

Categories and Subject Descriptors
B.7.2 [Hardware]: INTEGRATED CIRCUITS—Design Aids; J.6 [Computer Applications]: COMPUTER-AIDED ENGINEERING

General Terms
Algorithms, Design, Performance
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1. INTRODUCTION
Temperature profile and battery life requirements for tethered and un-tethered systems have made power consumption a primary optimization target for IC designs. IC power consumption consists of three basic components: short circuit power, leakage power and net switching power [12]. Short circuit power is the power dissipation that happens briefly during the switching of a logic gate and leakage power is the power dissipation due to spurious currents in the non-conducting state of the transistor.

Net switching power is often the largest source of the total power dissipation. Net switching power dissipation of a net can be modeled as \(kCV^2\alpha\), where \(k\) is a constant, \(C\) is the total capacitance that is to be charged and discharged (including both wire capacitance and gate input pin capacitance), \(V\) is the supply voltage and \(\alpha\) is the switching rate; i.e., the number of switching events per unit time. Therefore, net switching power is proportional to the product \(CA\) of the total capacitance and the switching rate. The power-aware placement method in this paper aims at reducing net switching power by reducing the product \(CA\).

Clocks switch much more frequently and drive much larger capacitances than most signal nets. Hence it is not surprising that the clock networks typically consume up to 40% of the total power across a variety of design types [6, 8, 13, 18]. Despite the fact that the placement of the registers directly impacts the overall clock-tree power, virtually all conventional placement methodologies treat registers no differently than combinational cells. We believe that this leads to sub-optimal placements in terms of power. To our knowledge there is no work in the literature that proposes a register placement technique for the purpose of low power.

In this paper, we present a power-aware placement method that performs both activity-based register clustering and activity-based net weighting to simultaneously reduce the clock and signal net switching power.

Activity-Based Register Clustering The goal of activity-based register clustering is to reduce the capacitance of clock nets. Assigning larger net weights to some nets in the placer is a well-known method for reducing the lengths of these nets. However, simply assigning a very large weight to a clock net (to combat the total weight of all nets connecting to all driven registers) during placement is not a good idea for reducing clock-tree capacitance since placing all the registers close to the clock source may introduce hot spots and highly congested areas on the chip.

Figure 1 shows the distribution of clock-tree capacitance on an industrial design. The level of a segment of the clock tree is the minimum number of buffers between the segment of the clock tree and a clock sink. For example, level 0 includes all the clock sinks and the wires connecting them and the driving buffers. The figure shows the total wire capacitance and pin capacitance for each level of the clock tree. Since most of the clock tree capacitance (about 80% for this specific design) is at the leaf level, an effective way of reducing clock tree capacitance is to reduce the capacitance...
at the leaf level. The register clustering technique clumps the registers within the same leaf cluster of the clock tree into a smaller area, which reduces the leaf-level wire capacitance and potentially the skew. Note that clock skew may introduce extra clock buffers and thus extra capacitance.

We have observed that register clustering can effectively reduce the capacitance of the leaf-level clock tree, but it often increases the length of some signal nets and thus the net switching power of the signal nets. This may cancel out the power reduction attained by register clustering. Figure 2(a) shows a conceptual layout of a clock tree and the nets incidental to the two registers driven by a clock buffer. In Figure 2(b), we apply the technique of register clustering and placed the two registers closer to each other. As a result, the two nets incidental to the registers become longer.

**Activity-Based Net Weighting** Assigning a large weight to the signal nets with higher switching rates reduces the total net switching power. As shown in Figure 2(c), we assign a larger weight to the net incidental to the left register than the one incidental to the right register based on their switching rates. As a result, the register cluster is placed closer to left and thus the total net switching power is reduced. We have found that combining activity-based register clustering and activity-based net weighting further reduces the total net switching power.

We implemented the power-aware placement method on the framework of Synopsys IC Compiler and tested the implementation on eight real-world designs in terms of power, timing, cell area and runtime. The experimental data are obtained after running the designs through a complete physical design flow including physical synthesis, clock-tree synthesis, global route, detailed route, extraction and timing and power analysis. We have observed that the power-aware placement method on average achieved 25.3% reduction in total net-switching power and 11.4% reduction in total power, with 2.0% timing, 1.2% cell area and 11.5% runtime degradation.

The organization of this paper is as follows. Section 2 summarizes known approaches to net switching power minimization. Sections 3 and 4 describe the techniques of activity-based register clustering and activity-based net weighting. Experimental results are reported in Section 5 using a complete industrial flow. The paper concludes in Section 6.

## 2. PREVIOUS WORK

Assigning net weights according to switching activities is commonly applied to reduce total net switching power [3, 14, 17, 19, 21]. For example, in a recent paper on temperature-aware placement [14], net weights are assigned proportional to the product of switching rate and pin count, in order to reduce net switching power.

Traditional clock-tree construction methods [4, 10, 11] focus on minimizing clock-tree wirelength or clock skew. On the other hand, more recent studies [6, 8, 18] agree that clock trees are the largest consumers of power in microprocessors, and a number of techniques have been proposed to reduce clock-tree power including clock gating [2, 6, 7, 15], buffer sizing [1, 20], and multiple-supply voltage [9, 16].

Clock power can be saved by disabling clock signals from inactive flip-flops in idle circuit parts. Through the insertion of control gates and control signals in the clock tree, one can shut down the clock in selected subtrees, and save a substantial amount of power. Work in this area focuses on calculating the active/idle periods of different flip-flops and inserting the gating logic into the netlist [2, 6]. Since flip-flops that should be gated together may be placed far apart, it is possible that gating control signals will end up increasing routing and power demands of the clock tree. To overcome this, Farrahi et al. [7] suggest tying commonly-gated flip-flops together by fake nets; this biases the placer to place such flip-flops closer together, hence reducing the wiring overhead of gating logic. However, the possible increase of signal wire length (not counting the fake nets) is not mentioned in [7], and no empirical data on realistic benchmarks are given. Another line of research seeks to save clock power through several simultaneous optimizations, e.g., wire and buffer sizing [5], as well as simultaneous clock tree construction and buffer insertion [20].

Our work aims at reducing the net switching power of not only clock nets but also signal nets at the placement stage without modifying the netlist or supply voltages in any way.

## 3. REGISTER CLUSTERING

In this section, we present a register placement method that reduces the capacitance of the leaf level of the clock tree by clumping the registers in each leaf cluster of the clock tree closer.

### 3.1 The Quick Clock-Tree Synthesis Algorithm

Given an existing coarse placement of the design, the first step of register clustering is to group registers into clusters such that each cluster can become a leaf cluster of the actual clock tree. We designed the Quick CTS algorithm in Figure 3 for this purpose.

First of all, the Quick CTS algorithm decides a scope of target cluster size heuristically according to the size of the clock net, the DRCs (Design Rule Constraints) such as max fanout and max load constraints, and user configuration. The clustering algorithm is performed for each clustering direction (as explained in the following paragraph); among all the clustering results returned, the one with the best CTS objective (minimum clock skew, at default) is selected.

Basically, the clustering algorithm starts with the leftmost (rightmost, highest or lowest) clock pin and regards it as the current cluster. The algorithm adds to the current cluster the clock pin with the shortest Manhattan distance to the capacitance weighted centroid of the current cluster.\(^\text{1}\)

\(^\text{1}\) Capacitance weighted centroid is the geometric centroid of the clock pins in a cluster, weighted by pin capacitance.
Figure 2: An example layout (a) before register clustering, (b) after register clustering, and (c) after register clustering and net weighting.

### Quick CTS

**Input:**
- A set of N clock pins \( \{s_i\} \) with pin capacitance \( \{p_i\} \)
- Placement of clock pins \( \{(x_i, y_i)\} \)
- DRC constraints: max load \( L \) and max fanout \( M \)
- User-specified cluster size \( K_u \)

**Output:**
- A set of clusters \( \{C_i\} \)

**Algorithm:**
1. Decide a target cluster size \( K \) according to \( N, M \) and \( K_u \)
2. For each clustering direction \( d \) in \{Leftmost, Rightmost, Highest, Lowest\}
   - Un-clustered pins \( U = \{s\} \)
   - While \( U \neq \emptyset \)
     - Find the outermost pin \( s \in U \) along direction \( d \)
     - The current cluster \( C = \{s\} \) and \( U = U - \{s\} \)
     - While \( |C| < K \) and \( \text{total pin}_{\text{cop}}(C) < L \)
       - Find \( p \in U \) to min. distance \( s, C \)
       - \( C = C + \{p\} \) and \( U = U - \{p\} \)
     - Generate a cluster \( C_i \)
     - Generate a clustering result \( \{C_i\} \)
   - Compute the skew of \( \{C_i\} \)
   - Keep the best clustering result till now
3. Output the best clustering result

The algorithm repeats growing clusters until all registers are clustered.

Note that the clustering result of the Quick CTS algorithm may be different from the result of any particular CTS algorithm. The idea is that after register clustering, since the registers in each cluster would be placed close to each other, most CTS algorithms would identify similar leaf clusters.

### 3.2 Group Bounds

After registers are grouped into clusters, the second step of register clustering is to place registers of the same cluster closer to each other. A naive method is to add a pseudo net to connect the registers and assign it a large weight. However, this does not reduce the wire length effectively for large nets like the clock nets. All industrial placers and some academic placers have the capability to constrain the placement of specified groups of objects within specified bounding boxes. These group bounds control the bounding box of the cluster and reduce it as much as desired while still fitting the registers. In our approach, we define a group bound for each cluster and transfer it to the actual placer, so that it constrains the registers inside the specified bounding box. We first determine each group’s bounding box based on registers’ current locations. Then we shrink the bounding box proportionally by a factor of \( p \) and use it as the group bound. A design may have multiple clock nets. Not all of them have the same switching rate. It is also possible that part of the clock net is gated and has a lower switching rate. The shrink ratio of a group of registers should be decided based on the switching rate of the clock net: if the switching rate \( SR \) is relatively small compared to the Maximum Switching Rate \( MSR \), the bounding box of the cluster should shrink less or not shrink at all. We determine the actual shrink ratio \( p \) according to the following formula:

\[
p = \begin{cases} 
1 - (1 - p_0)(SR/MSR) & \text{if } SR > 0.3 \text{ MSR} \\
1 & \text{otherwise}
\end{cases}
\]

where \( p_0 \) is a user specified shrink ratio or a heuristically determined parameter based on the size of the design. According to the formula, a clock net with the maximum clock switching rate has the minimum shrink ratio \( p_0 \), and a clock net with a switching rate less than 30% of the maximum clock switching rate does not shrink (\( p = 1 \)).

When the shrink ratio \( p \) is close to 1, the new bounding box should have an aspect ratio near to the original one, so that the wire length of signal nets are not affected seriously without much reduction of the clock wire length. However, with a small shrink ratio, it does not matter so much for the new bounding box to keep the original aspect ratio. We would like the bounding box to have an aspect ratio close to 1 in order to reduce the clock skew. Therefore, we use a linear function to decide the aspect ratio \( AR_{\text{new}} \) of the new bounding box based on the original aspect ratio \( AR_{\text{old}} \) and the shrink ratio \( p \).

\[
AR_{\text{new}} = 1 - p + p \cdot AR_{\text{old}}
\]

We implement the activity-based register clustering method on the framework of Synopsys IC Compiler. IC Compiler placer encompasses multiple passes. During each pass, the clustering algorithm is performed to group registers into clusters based on the current layout, and then group bounds are generated for each cluster. The placer adjusts the layout of registers accordingly by clumping registers more closely. After each pass, a new placement is obtained with a further reduced clock tree and the old group bounds are discarded.

### 4. ACTIVITY-BASED NET WEIGHTING

Register clustering can be applied to effectively reduce clock capacitance and thus clock power dissipation, with a sacrifice of signal net wire length and switching power. In this section, we assign a combination of activity and timing based weights to signal nets to reduce the capacitance of nets with higher switching rates or more critical timing, so that the impact of register clustering on signal net switching power and design performance is alleviated and switching power of the design is further reduced.

We assign multiple weights to nets as shown in Figure 4. For a signal net with switching rate \( SR \), the power weight
rates of the primary inputs. For all nets based on the clock definitions and the switching probabilistic simulation internally to estimate the switching rates, IC Compiler performs a probabilistic simulation internally to estimate the switching rates of all primary input signals of the design. Given the simulation of the gate-level design or (3) the switching constraints for the design (that include the specification of all clocks behaviors) plus any one of the following three sources: (1) a VCD file that records the waveform of the design during the simulation of the gate-level design, (2) a SAIF file that profiles the switching rates of the nets during the simulation of the gate-level design or (3) the switching rates of all primary input signals of the design. Given the simulation models of the technology libraries, during the simulation-based functional verification, all commercial Verilog simulators can create the VCD file and some can produce the SAIF file. If the source is the specification of the input switching rates, IC Compiler performs a probabilistic simulation internally to estimate the switching rates for all nets based on the clock definitions and the switching rates of the primary inputs.

5. EXPERIMENTS

In this section, we empirically test our approach on eight real designs within a complete IC implementation flow and measure its impacts on power, timing, cell area and runtime.

\[ w_p = \begin{cases} 
1 + W \cdot \frac{SR - T}{MSSR - T} & \text{if } MSSR > SR > T \\
1 & \text{if } SR \leq T \\
1 + W & \text{if } SR \geq MSSR 
\end{cases} \]  

where \( T \) is a switching rate threshold for selecting high activity nets, \( MSSR \) is the maximum signal net switching rate of the design, and \( W \) controls the scope of power weights: the maximum power weight is \( 1 + W \). The clock net has the largest switching rate, much larger than the switching rates of most signal nets. Since register clustering is applied to reduce clock power and here our focus is common signal nets, we assign the maximum power weight to the nets with the highest switching activities among signal nets, as well as clock nets with higher switching activities.

Besides activity-based power weights, nets are also assigned weights according to their timing criticality in commercial placers. A linear combination of power weight \( w_p \) and timing weight \( w_t \) is applied and the final weight \( w \) is:

\[ w = \alpha \cdot w_p + (1 - \alpha) \cdot w_t \]

where the power ratio \( \alpha \) is value between 0 and 1. It controls the ratio of power weight to the final net weight, and provides a knob to trade-off between timing and power objectives for the placer.

We analyze power consumption using IC Compiler that approximates the switching rate for each net from the timing constraints for the design (that include the specification of all clocks behaviors) plus any one of the following three sources: (1) a VCD file that records the waveform of the design during the simulation of the gate-level design, (2) a SAIF file that profiles the switching rates of the nets during the simulation of the gate-level design or (3) the switching rates of all primary input signals of the design. Given the simulation models of the technology libraries, during the simulation-based functional verification, all commercial Verilog simulators can create the VCD file and some can produce the SAIF file. If the source is the specification of the input switching rates, IC Compiler performs a probabilistic simulation internally to estimate the switching rates for all nets based on the clock definitions and the switching rates of the primary inputs.

5.1 Experimental Setup

We use eight industry circuits as our test cases, with the number of cells (including registers) ranging from 20k to 186k and the number of registers ranging from 2.3k to 44.2k. Clock power occupies 31.9% (ranging from 22.0% to 75.0%) of total power on average; and net switching power occupies 38.9% (ranging from 28.9% to 96.0%) of total power on average.

The experimental flow is shown in Figure 5. The inputs for each design include the synthesized netlist, technology libraries, timing constraints (including all clock definitions) and floorplan. To enable IC Compiler to estimate the switching rates of all nets (see the previous section), we specify the switching rate for each primary input of the design.

For each design, the placer is applied to perform two placement runs: with and without power-aware placement. For the power-aware placement run, register clustering is performed with a shrink ratio, and activity-based net weighting is applied with a power ratio (Both the shrink ratio and the power ratio were tuned around 0.8). After each placement, we perform clock tree synthesis, timing and congestion driven (global and detailed) routing, RC extraction and power analysis using IC Compiler and finally timing analysis using PrimeTime.

5.2 Results

Table 1 summarizes the low power results after completing the physical design flow for eight industrial test cases, and compares them with the results from normal timing-driven placement. The number of cells (including registers) and registers of each design are shown in the second and third columns. For each design, Table 1 shows the results of reference run and power-aware placement run, and the percentage improvements in a variety of metrics. Note that the improvements in clock skew and WNS are computed relative to the correspondent clock periods.

Clock net switching power, net switching power and total power are shown in the fifth to seventh columns. The low power flow achieves an average improvement of 11.3% (ranging from 1.6% to 34.5%) in clock switching power, an average improvement of 25.3% (ranging from 10.5% to 47.1%) in total switching power, and an average improvement of 11.4% (ranging from 6.5% to 18.8%) in total power.

Clock wire length is reduced by 10.1% on average, mainly
because of register clustering. The clock skew of the synthesized clock tree is shown in the ninth column. Although register clustering reduces the wire capacitance in the clock tree, its impact on the clock-tree skew after clock tree synthesis is random in our experiments.

The impact of power optimization on design performance in terms of WNS (worst negative slack) is shown in the tenth column. Comparing to the timing-driven flow, the low-power flow increases the WNS by 2.0% on average. Out of the eight test cases, the low power flow made significantly negative impact to WNS (14.3% to 8.3%) on two of them (designs D2 and D7). In Section 5.3 and 5.4 we show how we can trade off power for timing and vice versa by tuning the power ratio and shrink ratio.

The last two columns in Table 1 show total cell areas and increases in total runtime of the power-aware placement run. Upsizing and buffering are usually performed to improve design performance. According to the results, total cell areas are increased to improve performance for some designs. Notice that the total cell area increase here makes no impact to the final chip area (or cost) since the floorplan did not change and both placement and route completed in spite of the total cell area increase. Runtime is also increased due to more timing optimization after power-aware placement. The average increase in total cell area and runtime are 1.2% and 11.5%, respectively.

5.3 Power-Timing Trade-Off with Power Ratio

The power weighting ratio (α) can be used to trade-off power dissipation and design performance. In this experiment, the power-aware placement flow is run with varying power ratios (α’s, from 0.2 to 1.0) for circuit D2 (for which meeting performance constraints is difficult). The results are summarized in Table 2. Figure 6 shows the curves of total switching power and WNS as functions of power weight ratio. We see that total switching power generally decreases with the power ratio increasing; routed wire length, WNS, TNS (total negative slack) and total cell area generally increase with the power ratio.

5.4 Power-Timing Trade-Off with Shrink Ratio

Table 3: Results with varying cluster shrink ratios (p’s) for circuit D2.

Shrink ratio (p0) controls how much the clock tree shrinks. A smaller shrink ratio often leads to a smaller clock-switching power, but a worse design performance. In this experiment, the low power flow run with varying cluster shrink ratios (p0’s, from 0.6 to 0.95) for circuit D2. The results are...
with the shrink ratio decreasing. However, WNS, TNS, and total cell area generally increase power generally decrease with the shrink ratio decreasing. We see that clock wire length and switching summarized in Table 3. Figure 7 shows the curves of clock switching power and WNS as functions of register clustering shrink ratio. We see that clock wire length and switching power generally decrease with the shrink ratio decreasing. However, WNS, TNS, and total cell area generally increase with the shrink ratio decreasing.

6. CONCLUSIONS

We have presented a power-aware placement method that performs activity-based net weighting and register clustering to reduce the capacitance of signal and clock nets that switch more frequently during placement without modifying the netlist. We have experimented the method on eight real designs through a complete industrial physical design flow. Our approach achieved average 25.3% and 11.4% reduction in net switching and total power, with 2.0% timing, 1.2% total cell area and 11.5% runtime degradation.

We have also demonstrated that the power-aware placement method can be applied to trade-off between timing and power, which may be useful for designing chips with both low-power and performance versions targeting both tethered and un-tethered systems.
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