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Abstract—Power and temperature are key design concerns in modern computing systems. Power minimization is essential for battery-operated devices and for large-scale data center facilities. The spatial and temporal allocation of within-die power consumption lead to thermal gradients and hot spots during operation. Temperature impacts key circuit metrics such as reliability, speed, and leakage power, and it is a major constraint towards improving the performance of high-end computing devices. Due to the enormous complexities and sheer number of modeling parameters of state-of-the-art designs, pre-silicon power and thermal models cannot be trusted blindly. It is necessary to complement pre-silicon analysis with post-silicon thermal and power characterization on the fabricated devices, and then to use the characterization results to improve the design during re-spins before ramp and production. In this paper, we describe new techniques for thermal and power characterization of real computing devices. We show how the measurements from infrared imaging, embedded thermal sensors, and current meters can be integrated to accurately characterize the temperatures and power of computing devices during operation. We describe the key algorithmic and experimental techniques required to overcome the challenges encountered when working with real devices. We present characterization results of a dual-core processor and a programmable logic device.

Index Terms—Characterization, hot spot, infrared imaging, power, sensors, thermal, tracking.

I. INTRODUCTION

In recent years, power and temperature have emerged as major concerns in the design and operation of computing devices. Power is a major objective to minimize for low-power mobile devices that rely on batteries for operation, as reducing the power increases the operational time. Power is also a constraint towards improving the performance of these mobile devices [15]. For instance, the specifications of a typical cell-phone ARM-based processor give 0.6 mW per MHz of operation; thus, increasing the performance to cater for advanced applications implies running into power as a bottleneck. Power and energy are also constraints for large-scale computing data centers. The average power consumption of a medium-size data center can easily exceed 20 MW [3]. Minimizing the instantaneous power could be a constraint imposed by electric grid capacity and the electric cable wiring to the facility. Thus, increasing the performance to cope with demand surges can run into power as a major hurdle. Furthermore, the annual electrical energy bill of a data center can reach tens of millions of dollars, making energy a major contributor to the center’s total cost of ownership [2].

The magnitudes of on-die temperatures are determined by the spatial and temporal allocation of power consumption and the design of the heat removal system. Elevated temperatures directly impact all key circuit metrics including: lifetime and reliability, speed, power, and costs. Hot spots reduce the mean time to failure as most failure mechanisms (e.g., electromigration, time dependent dielectric breakdown, and negative bias temperature instability) have strong temperature dependencies [40]. Furthermore, different thermal expansion coefficients of chip materials cause mechanical stresses that can eventually crack the chip/package interface [6]. Elevated temperatures also slow down devices and interconnects leading to timing failures [8], [28]. The exponential dependency of leakage power on temperature further increases total power and could lead to thermal runaway [31]. Due to the nonideal scaling of power consumption and costs of heat removal systems, temperature has become a major hurdle towards improving the performance of high-end many-core processors [15].

Temperature and power are two related physical phenomena that need to be simultaneously modeled and managed. To illustrate this need, we use our experimental infrastructure to create a test chip, where we spatially allocate 2 W of power in different ways, as shown in Fig. 1. In Fig. 1(a), 2 W are spatially allocated at the top-left corner of the die, while in Fig. 1(b), 2 W are equally distributed among the four corners of the die. In both allocations, the total area occupied by 2 W is exactly the same. However, the two spatial allocations lead to entirely different temperature maps with different temperature histograms. The allocation in Fig. 1(a) leads to a maximum temperature of about 31 °C, while the allocation in Fig. 1(b) leads to a maximum temperature of about 30 °C. Furthermore, the histogram of Fig. 1(a) shows large range of thermal variations, while the histogram of Fig. 1(b) shows a tighter thermal distribution around the average temperature. A sole power modeling or management technique will not be able to account for these differences; thus, it is necessary to model both power and temperature.

Fine-grain power and temperature modeling during design is a very complex process due to the sheer number of parameters...
that need to be known and complex physical phenomena that need to be simulated. In a typical design flow—a simplified flow is given in Fig. 2—there are a number of places where inaccuracies in power modeling can occur. One of the major problems in power modeling is the dependency of dynamic power consumption on input patterns [32]. While switch-level power simulators are accurate, it is computationally infeasible to conduct such simulation for an entire workload where trillions of instructions are simulated. To speed up the modeling process, it is necessary to abstract the pattern dependency by switching activity estimates that are driven from architectural simulation tools [49], [7]. These factors can be computed at desired timing granularities from architectural simulation tools. Such abstraction drastically reduces the simulation time but introduces inaccuracies in dynamic power estimation [7]. Leakage power, which has exponential temperature dependency, also contributes to power consumption and complicates its modeling [6]. Hence, it is necessary to chain power and thermal simulators in a feedback loop as shown in Fig. 2 to estimate leakage power [29], [30]. If the dynamic power estimates are inaccurate or only modeled for a subset of possible input patterns, then errors in dynamic power modeling will translate to errors in temperature and leakage power models. Furthermore, process variations, such as gate length variations and dopant fluctuations, lead to variations in the threshold voltage of transistors which impact leakage power and temperature [6].

Due to all the aforementioned complexities, modeling and analysis of power and temperature during design time might not return accurate results when compared to the real post-silicon characteristics. In many cases the mismatch between pre-silicon
and post-silicon characteristics forces major changes in the design and implementation of integrated circuits. In a wide study from 2005, it was shown that 70% of new designs go at least one design re-spin to fix post-silicon problems and that 20% of these re-spins are due to power and thermal issues [47]. It is likely that these figures are much higher now as chips are more complex boasting larger number of transistors.

Post-silicon power and thermal characterization of integrated circuits provide the true power and temperature characteristics under representative loading conditions, such as workloads and dynamic voltage and frequency (DVFS) settings. Fig. 3 gives an integrated framework, where measurements from infrared imaging equipment and embedded thermal sensors are used for thermal characterization, and measurements from the infrared imaging equipment together with electrical current measurements are used for power characterization. For thermal characterization, within-die embedded thermal sensors sample the junction temperature at strategic locations. Because digital thermal sensors consume valuable die area, they have been used judiciously. The measurements from the sensors are complemented with high-resolution thermal images acquired from an infrared camera. Together, these measurements can identify the true locations and magnitudes of hot spots and the extent of on-chip thermal gradients. For power characterization, electric current measurements can provide the total power consumption. If the chip supports multiple independent power supply networks, then it is possible to increase the pool of current measurements. The thermal emissions captured from the infrared imaging system, together with the lumped electrical current measurements, can be inverted to yield high-resolution spatial power maps for the individual circuit blocks.

The results of post-silicon power and thermal characterization can improve the design process during re-spins or for future designs in the following ways.

- High-level power modeling tools rely on the use of parameters that are estimated from empirical data [7], [42]. The power characterization results can be used to calibrate and tune high-level power modeling tools.
- Thermal characterization results can drive heat sink design. Passive heat sinks remove heat indiscriminately from the die, and thus, their design is mainly driven by total power consumption. Active heat removal systems, such as thermoelectric Peltier coolers [46], can make use of the detailed thermal characterization results to maximize their heat removal capacity.
- If the thermal characterization results show discrepancy between hot spot temperatures as reported by the thermal sensors and the infrared system, then the thermal characterization results can be used to adjust the locations of the thermal sensors to reduce the thermal tracking error.
- To evaluate “what if?” design re-spin questions, the power characterization results can substitute the power simulator estimates and directly feed the thermal simulator. For example, if the thermal characterization results are unacceptable, then the layout can be changed to reduce the spatial power densities and hot spot temperatures. The power characterization results are fed together with the new layouts to the thermal simulator to evaluate the impact of the changes.
- The post-silicon power and thermal characterization results can also force a reevaluation of the computing device specifications (e.g., operating frequencies).

In the next sections, we elucidate the key experimental and algorithmic techniques required for post-silicon power and thermal characterization of real computing devices. In Section II, we describe techniques for thermal characterization using embedded thermal sensors and infrared imaging. The outcomes of these techniques provide calibrated thermal images of the device together with an identification of the locations of hot spots and their magnitudes. Given the thermal calibrated images and current measurements as inputs, we describe in Section III techniques that provide the true power maps of a computing device during operation. We summarize our work and provide directions for future work in Section IV.

II. THERMAL CHARACTERIZATION

The physical relationship between power and temperature is described by the physics of heat transfer. Mainly, heat diffusion governs the relationship between power and temperature in the bulk of the die and the associated metal heat spreader, while heat convection governs the transfer of heat from the boundary of the integrated metal spreader/sink to the surrounding fluid medium which is either air or liquid. The heat diffusion equation is given by

$$\nabla \cdot \left( k \nabla f(x,y,z) \right) + p(x,y,z) = \rho c \frac{\partial T(x,y,z)}{\partial t}$$

(1)

where $f(x,y,z)$ is the temperature at location $(x,y,z)$, $p(x,y,z)$ is the power density at location $(x,y,z)$, $\rho$ is the material density, $c$ is the specific heat density, and $k$ is the thermal conductivity [40]. $k$, $\rho$, and $c$ are all functions of location [40]. The power transferred at the boundary by convection is described by Fourier’s law for heat transfer, and it is proportional to the temperature difference between the boundary of the heat sink and the ambient temperature. The constant of proportionality is the heat transfer coefficient which depends on the geometry of the heat sink, the fluid used for heat removal and its speed [19].
A. Embedded Thermal Sensors

The spatial and temporal variations in workload power consumption, together with large die areas that can accommodate potentially 10 s–100 s of cores, imply that there is a potential for large spatial and temporal thermal variations during runtime. To ensure reliable operation, it is necessary to monitor and track hot spots during runtime using thermal sensors. These sensors are embedded into the active layer of the integrated circuit to measure the junction temperatures at their locations. The temperature measurements by the sensors are used by dynamic thermal management (DTM) systems to adapt the performance depending on the available thermal slack [24], [23], [13], [50], [12], [13], [11]. In case of thermal emergencies, the management system can eventually shut down the processor.

Thermal sensors and their support circuitry utilize die area real estate and increase design complexity. For example, commercial-grade digital thermal sensors listed at design-reuse.com consume a sizable die area. An 8-bit digital thermal sensor requires an area of about 0.25 mm² in 180 nm technology process and an area of about 10.0 mm² in a 65 nm technology process. In a digital thermal sensor, the voltage signal of a thermal diode is routed to and measured by an analog to digital converter (A/D) that stores its results in a register that is periodically checked by the DTM system. Discretization, thermal noise and cross talk all introduce errors in the measurements of thermal sensors. Digital thermal sensors consume a good portion of die area mainly due to the need to accommodate the A/D. Because die size is the main recurring cost during fabrication, there is an inherent trade-off in thermal monitoring: costs are reduced by using the fewest number of thermal sensors, but accurate thermal tracking requires increasing the number of sensors. A number of papers in the literature propose thermal sensor allocation algorithms to ensure effective tracking using a budget number of sensors [27], [36], [37], [45], [33], [20], [26], [10], [38], [52]. The thermal traces, that are used as inputs to sensor allocation algorithms, are initially computed using pre-silicon thermal simulations which might not be accurate or realistic as discussed in Section I. Furthermore, design constraints can force designers to perturb the locations of the thermal sensors.

Embedded sensors and infrared imaging play the following synergistic roles in thermal characterization. First, independent sensor measurements acquired while using different heat sinks, but under identical loading conditions, can be used to match the thermal characteristics of infrared-transparent heat sinks to the characteristics of regular metal sinks. Second, measurements from infrared imaging can be used to evaluate the effectiveness of thermal sensors in thermal tracking. Third, the captured thermal traces can be used to identify the true locations of hot spots which are then used as inputs to the thermal sensor allocation algorithm. The aforementioned three synergistic roles will be elaborated in the following subsections.

B. Infrared Imaging

Any body above absolute zero Kelvin emits infrared thermal radiation with an intensity that depends on its temperature, its emissivity, and the radiation wavelength. Transistors and interconnects in integrated circuits operate at elevated temperatures due to resistive heating by charge carriers [41]. Modern computing integrated circuits use flip-chip packaging, where the die is flipped over and soldered to the package substrate. By removing the package heat spreader, one can obtain optical access to every device on the die through the silicon backside. Silicon is transparent to infrared emissions with photon energies that are less than its bandgap energy (1.12 eV), which corresponds to wavelengths larger than 1.1 μm. This transparency is ideal from an infrared imaging perspective as it enables the capture of photonic emissions from the devices, which provide valuable information for thermal and power characterization of computing devices operating under realistic loading conditions.

One of the key specifications of an infrared imaging system is its spectral response which determines the part of the infrared spectrum that the imaging equipment can detect. For the range of temperatures encountered during chip operation, the mid-wave infrared (MWIR) range, which stretches from 3 to 5 μm, yields the most sensitive and accurate characterization of thermal emissions. Detecting emissions in the MWIR requires the use of InSb quantum detectors which have to be cooled to cryogenic temperatures to ensure sensitivity. As a consequence, high-resolution MWIR imaging systems tend to be fairly expensive. The MWIR imaging system used in our experiment is a FLIR SC5600 camera with a focal point array of 640x512 InSb detectors cooled to 77 K (−196 °C) to reduce the noise in temperature measurements to less than 15 mK. The imaging system can capture thermal traces at a rate of up to 380 Hz, and depending on the used microscopic lens, the system can resolve temperature down to 5x5 μm².

C. Infrared-Transparent Heat Sinks

To capture the thermal emissions from an operational die, it is necessary to remove the obstruction introduced by traditional heat removal mechanisms (e.g., integrated heat spreader, metal heat sink and fan), and to substitute them with mechanisms that can remove the heat while being transparent to infrared emissions. The standard technique is through the use of infrared transparent oil-based heat removal systems [15], [35], [34], [38]. For our experiments, we machined a special sapphire oil-based infrared-transparent heat sink that precisely controls the oil flow into the computing device. Fig. 4 illustrates our design where a sapphire window sits on top of a processor die with a clearance of about 1 mm. Chilled oil is forced into the inlet valve of the sink which then flows on top of the die to sweep the heat and then exits through the outlet valve. The oil maintains its flow using an external DC pump, and the temperature of the oil is controlled using a thermoelectric cooler.
D. Thermal Calibration

Measuring temperatures is not straightforward because an infrared camera does not measure temperatures directly but it rather measures the emitted photon intensities. Thus, it is necessary to convert the digital levels (which reflect photon intensities) recorded by the camera to temperatures. This conversion is complicated by the fact that radiation intensity is not constant among different materials even if they are at the same temperature. Black bodies are perfect emitters with an emissivity equal to one. The emissions of real materials are a fraction of the black-body level, and each material is characterized with an emissivity value, which is defined as the ratio of that material’s thermal emission intensity to that of a perfect black-body at the same temperature [44]. As an integrated circuit layout is composed of different materials (e.g., copper, silicon and dielectrics), it is expected that the radiation intensities of various parts of a die will be different even if the die is forced at an isothermal temperature. Thus, thermal calibration has to take place on a pixel-by-pixel basis.

The general idea of thermal calibration is to build a relationship between the digital levels $D_j$ and temperatures $t_j$ for each pixel $j$. This relationship can be modeled by an exponential function $D_j = \alpha_j e^{\beta_j t_j}$, where $\alpha_j$ and $\beta_j$ are coefficients that need to be estimated for each pixel. The exponential relationship arises from the physics of photon detectors where the current of a photo-sensitive diode depends exponentially on the incident radiation [17]. To compute the pixel-by-pixel relationships between temperatures and digital levels, we use the following calibration procedure. The processor is first turned off and forced to a known isothermal status, and then the digital levels of all pixels are recorded. The isothermal status is repeatedly adjusted to a number of different temperature settings (20 °C to 60 °C at 5 °C steps), where the digital level data are recorded at each setting. Using the calibration data, the $\alpha_j$ and $\beta_j$ of every pixel are computed using standard curve fitting techniques. During normal operation, the measured digital levels together with the pre-computed $\alpha_j$’s and $\beta_j$’s are used to estimate temperatures on a per-pixel basis according to the exponential relationship.

The key for accurate calibration is to be able to strictly force the die into a desired isothermal status. To achieve this objective, we precisely control the temperature of the oil flow. We develop a computer-based feedback control system that controls the thermoelectric device cooling or heating capacity through a programmable current supply as shown in Fig. 5. We also use a fluid monitor to track the oil’s flow rate, temperature and pressure just before the oil’s entry to the oil-based infrared-transparent sink. The measurements from the flow monitor are logged into a monitoring computer through an A/D acquisition device. According to the logged flow temperature, the computer-based PI controller adjusts the current supply of the thermoelectric device until the desired oil temperature is reached and stabilized.

The transparency of silicon and the machined heat sink to infrared emissions enables the infrared system to directly measure the junction temperatures at the active layer of the integrated circuit. In this case the 3-D continuous temperature signal $t(x, y, z)$ is represented by a vector $t$ that gives the temperatures at a discrete set of planar locations. The measured temperature $t_{\text{m}}$ is equal to $t + e$, where the vector $e$ denotes the noise in measurements introduced during imaging. To illustrate the extent of thermal variations during operation, we use our infrared imaging system to capture a few thermal traces of a dual-core AMD Athlon II 240 processor while running various CPU SPEC06 workloads at 2.1 GHz. The calibrated thermal traces are given in Fig. 6. The traces show the extent of thermal gradients within the die with a size of 14×8.5 mm$^2$. The traces show that within-die thermal gradients could reach up to 16 °C, and that differences in workloads could lead to strong variations in hot spot locations.

E. Heat Sink Matching

Without careful consideration, replacing the traditional metal heat sink with an infrared-transparent heat sink can change the thermal characteristics as it changes the boundary conditions [19], [34]. This replacement, however, does not change the underlying dynamic power ($fCV^2$) characteristics which have very weak temperature dependency. Thus, it is relevant to contrast the thermal responses from these two different heat sinks, and perhaps introduce corrective measures in case large differences in characteristics are detected. To evaluate such possibility, we devise an experiment where we rely on the measurements of two embedded thermal sensors in the processor to contrast the thermal characteristics of the two different heat sinks. The infrared camera is irrelevant in this experiment. Using identical loadings, we measure independently the embedded thermal sensors of our test processor using the traditional metal heat sink and the infrared-transparent sink. Fig. 7 gives the thermal sensor measurements for the first 200 seconds of the hammer + sleep and games++ + soplex workloads from the CPU SPEC 2006 benchmark suite. Fig. 7(a) gives the measurements when the processor is coupled with the infrared-transparent oil-based heat sink's
sink setup, while Fig. 7(b) gives the measurements when the processor is coupled with the regular metal heat sink and fan setup. The measurements lead to the following two key observations.

1) The measurements show that the two setups give spatially and temporally correlated results. That is, if sensor 1 gives a higher measurement than sensor 2 in one setup at some point in time, then it will also give higher temperature in the other setup and vice versa. This result is important because a hot spot is by definition the highest temperature on the die at a point in time, and thus if this result is generalized, we conclude that substituting the heat sink setups does not generally alter the locations of hot spots. We have repeated this experiment with different workloads to confirm this conclusion.

2) The measurements show that thermal gradients exist in both setups. The metal sink setup shows a gradient of 5 °C, while the oil sink setup shows a gradient of about 10 °C. There are two possible ways to make the measurements from the oil sink match the measurements obtained from the regular metal heat sink. One possibility is to adjust the design of the sapphire heat sink, the oil flow rate, and its temperature until the measurements match those of the regular heat sink [34]. Another possibility is to transform the measurements numerically to make them look alike. For example, Fig. 8 plots the sensor measurements using the regular metal sink against the sensor measurements using the infrared-transparent oil sink. The digital thermal sensors in the tested processor only report integer temperatures, and their errors tend to be around 1 °C. The plot shows a linear relationship can be used to transform the measurements from the infrared-transparent sink to match those of the regular metal sink.

F. Identification of Hot Spots

To characterize the locations of hot spots, we execute the 29 SPEC CPU workloads on the processor to collect tens of thousands of thermal traces during runtime operation of the processor. We execute the workloads in single and dual workloads configurations. Using a threshold of 37 °C, we identify the hot spot location in each trace and then we plot all the identified hot spot locations in Fig. 9. The points in the figure give the set of potential locations where hot spots can occur during runtime. The hot spot locations are generally localized at and around the
centers of the two cores and in the common memory controller area between the cores. These hot spot locations are plausible as designers most likely placed the frequently used units of a core towards the core’s center to facilitate the interconnections to other functional units. The L2 caches are consistently the coolest areas of the processor. The large range of possible hot spot locations for just two cores demonstrates the need for more than one sensor to accurately track the hot spots during runtime.

G. Back to Design

The results from post-silicon thermal characterization can be used to improve the design of a computing device during design re-spins before ramp and production. For example, the thermal characterization results can be used to improve the design of the heat sink. These results will be more relevant for future active heat removal systems, such as thermoelectric Peltier and microfluidic coolers, which can make use of the detailed thermal characterization results to maximize their heat removal capacity and to spatially adapt depending on the underlying thermal spatial gradients. Another possibility is to use the true, identified hot spot locations to directly drive the thermal sensor allocation algorithms. The results of these algorithms are used to adjust the thermal sensor locations to reduce the hot spot tracking error. The thermal characterization results can also trigger changes in the design’s layout to eliminate or reduce critical hot spots. As many state-of-the-art processors are thermally constrained, the thermal characterization results can be used to adjust the voltage and frequency settings of the computing device.

III. Power Characterization

The objective of post-silicon power characterization is to identify the true power consumption of different blocks of a computing integrated circuit under real loading conditions. While it is possible to isolate the power consumption of a circuit block during testing by using scan chains, such approach is not capable of characterizing the wide range of possible power consumption maps under true loading conditions, where workloads simultaneously exercise multiple circuit blocks in intricate ways. The most versatile approach is to compute the power map from the captured thermal emissions, \( t_{\text{m}} \), and the external current measurements, as discussed earlier in Section I. In its discretized version, the steady-state form of (1) is approximated by the following linear matrix formulation

$$\mathbf{Rp} + \mathbf{e} = t_{\text{m}}$$  \hspace{1cm} (2)

where the matrix \( \mathbf{R} \) is the system’s thermal resistance matrix, \( \mathbf{p} \) is the desired power map, \( \mathbf{e} \) is the noise in measurements, and \( t_{\text{m}} \) is a calibrated thermal map as described in Section II. For post-silicon power characterization it is necessary to invert the thermal emission maps into power maps. For purpose of power characterization, it is not necessary to match the thermal characteristics, \( t_{\text{m}} \), obtained from the infrared-transparent heat sink to match those of the metal sink, because dynamic power has very weak temperature dependency and the matrix \( \mathbf{R} \) will be directly estimated while using the infrared-transparent heat sink. An inversion problem is well-posed if it satisfies three conditions: existence, uniqueness, and stability [4]. Existence implies that for every measured temperature map, there exists a power map that produces it; uniqueness means that there exists one and only power map that leads to the measured temperature map; and stability means that small perturbations in the temperature measurements lead to small perturbations in power estimates.

A. Challenges in Power Characterization

In our prior work [9], we have identified two challenges in thermal to power inversion. The first challenge comes from the noise inherent in the measurement process in both the current measurements and in the infrared measurements. There are a number of noise sources that can impact the measurements, including thermal noise, analog-to-digital discretization noise, flicker noise, and shot noise [44]. During inversion tiny amounts of noise in thermal measurements can be amplified into large errors in power characterization. The amplification of noise is controlled by the small singular values of the matrix \( \mathbf{R} \) [4]. Noise can violate the stability condition leading to ill-posed inversion. The second challenge is the spatial low-pass filtering associated with heat diffusion. While the power consumption can vary abruptly in space according to the device layout and application behavior, the temperature will vary smoothly in space [14], [18]. This low-pass filtering effect is inherent in the physical behavior of heat conduction as governed by the heat diffusion equation. This phenomenon is illustrated in Fig. 10 where we create checkerboard power patterns in a test chip and measure their emissions. The power patterns in Fig. 10 have the same amount of total power but they differ in their spatial frequencies. The thermal emissions given in the figure demonstrate that
the thermal variations are attenuated as the spatial frequency increases. For example, the standard deviation drops from 184 mK to 111 mK and 64 mK, when the spatial frequency is increased. We observe that if spatial filtering heavily attenuates high-frequency power patterns, then the resultant attenuated emissions could fall below the detection sensitivity of the infrared imaging system, leading to an irreversible loss of information. In a simulation-based world where double-precision floating point numbers are used, attenuation causes no problem, but in real systems with physical limitations on their detectors and their analog to digital converters, attenuation is a major problem as it degrades the signal-to-noise ratio. Spatial filtering can violate the uniqueness condition leading to ill-posed inversion.

B. Theory and Practice in Power Characterization

To reduce the detrimental impact of noise and spatial filtering on power characterization, we propose using techniques from regularization theory [48], [4], [16]. One promising approach is Tikhonov regularization which finds the power solution that minimizes the sum of two terms: 1) the total squared error between the temperatures computed from the estimated power and the actual thermal measurements and 2) the $L_2$ norm of the power solution. That is,

$$\min |\mathbf{R}p - t_m|^2 + \alpha||p||^2$$

(3)

where $\alpha > 0$ is the regularization parameter that controls the minimization emphasis between the two terms of the objective function [16]. Fundamentally, Tikhonov regularization filters out the singular components of the matrix $\mathbf{R}$ that are small relative to the regularization parameter and passes the singular components that are large relative to the regularization parameter [48]. The filtration of small singular components reduces the amplification of noise during inversion. Fig. 11 gives a conceptual overview of Tikhonov regularization. When the regularization parameter is small in value (top-left part of the curve) then total square error minimization is more emphasized and more small singular values are passed, which could lead to over fitting the noise. As the regularization parameter increases, solutions move monotonically towards the bottom right part of the curve, which leads to more noise removal and regularization. A reasonable value for the regularization parameter occurs at the corner of the L-shaped curve.

To further reduce the occurrence of an ill-posed inversion, it is necessary to impose constraints on the solution. One possible constraint is that the sum of the elements of the power vector is equal to the total power consumption of the chip, $p_{\text{total}}$, and that these elements are nonnegative; i.e.,

$$||p||_1 = \sum p_i = p_{\text{total}} \text{ and } p \geq 0$$

(4)

where $|| \cdot ||_1$ is the $L_1$ norm and $p_{\text{total}}$ is the total power consumption of the chip which is externally measured using an electrical current sensing meter. The importance of the constraint given by (4) is that if spatial filtering leads to multiple solutions to objective (3), then only the solution that satisfies the total power constraint is the one selected by the optimization solver. In practice, any digital current meter has a tolerance, $tol$, in its measurements (the tolerance is typically listed in the multimeter’s data sheet), and thus it is better to replace the constraint of (4) by two constraints: $||p||_1 \leq p_{\text{total}} + tol$ and $||p||_1 \geq p_{\text{total}} - tol$. In chips with multiple, independent power networks, there will be one measurement for each network, and thus there will be multiple corresponding constraints. By constraining the $L_1$ norm and including the $L_2$ norm in the minimization objective, we essentially control the variance of the power solution. If the Tikhonov parameter is small, then the variance is not controlled which can lead to fitting the noise rather than the signal. As the Tikhonov parameter increases in value, the variance is controlled leading to more regularized solutions.

C. Framework for Evaluating the Accuracy of Power Characterization Techniques

In our power characterization experiments, we felt the need to validate our characterization results in a scientific way, where the estimated post-silicon power characterization maps are compared against well-trusted power maps. A generic processor chip does not offer an alternative, trusted way to evaluate its power characteristics. As a result, we constructed...
a test chip where the underlying switching activity can be precisely controlled. Our test chip consists of 10×10 micro-heater blocks organized in a grid fashion as shown in Fig. 12(a). Each block contains nine ring oscillators that can be simultaneously enabled or disabled through a programmable control signal that is stored in an associated flip-flop. When enabled, the total dynamic power consumption of a micro-heater block is equal to 25 mW. The size of each block is about 0.56 mm². The flip-flops of all blocks are connected in a scan chain of length 100. To create a desired spatial power pattern, we program the flip-flops with 100 bits that correspond to the desired power pattern; thus, the length of the p vector is equal to 100. The design is embedded in a section of a 90 nm Altera Stratix II field-programmable gate array (FPGA) that is composed of 30×30 configurable logic blocks as shown in Fig. 12(b). The modular structure of the FPGA perfectly suits the grid structure of our design. Our test chip enables us to create arbitrary known dynamic power patterns that can verify the estimated post-silicon power characterization maps.

D. Estimating the Modeling Matrix

Given the test chip, it is necessary to measure the thermal to power model matrix R. The matrix R can be estimated in a column-by-column basis as follows. Enabling only one micro-heater block at a time is mathematically equivalent to setting the vector p to be equal to [0 0…p_k…0 0]T, where p_k is the power consumption of the enabled micro-heater block, assuming it is located at the kth location. For instance, if p = [p_1 0…0]T then the first micro-heater block (top-left corner) of the grid of Fig. 12(a) is enabled. The power consumption incurred from enabling only one micro-heater block can be easily measured using the external current sensing meter. If t_k denote the steady-state thermal emissions captured from enabling the kth micro-heater block, then column k of matrix R is equal to t_k/p_k. We leverage the programmability of our grid to enable each micro-heater block one at a time, and record the emitted temperatures across the field. We automate the whole process in order to measure the 100 columns of matrix R with fast turn-around time.

In generic computing devices, the matrix R can be estimated in the same conceptual way but through different implementation approaches [15], [35]. One approach is to turn off the chip, and scan a laser beam with known power density to deliver the power from the outside to the regions of interest.

The scanning of the laser system can be automated by using a pair of galvo-directing mirrors [15]. Our method uses the programmable nature of our design to get the same results of the expensive laser scanning system but in a much easier way. Another approach is to use the actual design and layout of the chip to conduct finite-element heat convection and diffusion simulations to estimate the matrix R, where power pulses are applied in simulation at the desired locations, and then the results from the thermal simulations of the finite element model are used to construct matrix R [21], [15], [35].

E. Power Mapping of Arbitrary Patterns

To evaluate the effectiveness of our post-silicon power characterization method, we use our test chip to create three arbitrary spatial dynamic power patterns given in Fig. 13(a). The total power consumption of the three maps, from left to right, is equal to 1.22, 1.27, and 1.16 W. We tried to create a variety of patterns that test the accuracy of our inversion method. For instance, the first pattern spells the acronym of this journal “JETCAS” in the form of dynamic power switching activity. Our patterns are challenging to estimate because each micro-heater block consumes a tiny amount of power equal to 25 mW in an area of about 0.56 mm², and because the underlying created power maps have intricate spatial patterns.

We give in Fig. 13(b) the thermal emission maps arising from exciting the injected power patterns. The differences between the maximum and minimum temperatures in the patterns are equal to 0.73 °C, 0.52 °C, and 0.55 °C from left to right. The small temperature ranges make the thermal to power inversion further challenging. The power estimates from our inversion technique are given in Fig. 13(c). The power modeling errors for the estimated maps are 4.1%, 2.0%, and 0.0%, where the modeling error of each pattern is computed as the average absolute error between the known power map and the estimated power map divided by the total power of the known map. The estimated and original power maps visually agree to a great extent.

To understand the source of small characterization errors, we simulate the resultant temperatures if the true power maps are used as inputs; the simulation is basically the result of multiplying the injected power patterns by the matrix R. We plot in Fig. 14 the residual errors between the measured temperatures and the simulated measurements. We verify that the errors form a Gaussian distribution using the Kolmogorov-Smirnov test, and we compute the standard deviation for each residual distribution. The standard deviations are given as labels (9.10, 8.76, and 7.94 mK) in the figure. For instance, the first pattern, which has an error of 4.1% in its power map estimates, has a residual standard deviation of 8.76 mK which means that the large majority of errors (97%) are about ±18 mK. The residual errors fall within the sensitivity limitation (15 mK) of our camera detectors.

F. Power Mapping of an Embedded Processor

Soft processors are programmable processors implemented in the reconfigurable logic fabric of FPGAs [51]. Soft processors provide a real design test case. We use the devised inversion methodology to estimate the spatial power consumption of the Nios II soft processor while running the standard Dhrystone
Fig. 13. Evaluating the accuracy of post-silicon power characterization techniques. The total power consumption of the three maps, from left to right, is equal to 1.22, 1.27, and 1.16 W. Thermal emissions are reported in degrees Celsius (°C) above room temperature.

Fig. 14. Difference between measured temperatures and simulated temperature.

2.1 application. We experiment with two different configurations of the Nios II processor: the standard model Nios II/s with multipliers implemented in the FPGA’s digital signal processor (DSP) blocks, and the full-performance model Nios II/f. The total power consumption of these models is 315 and 477 mW, respectively. That is, the two models consume under half a Watt in total. The layouts of these processors are given in Fig. 15(a). The steady-state temperature maps during runtime are given in Fig. 15(b), and the estimated spatial power maps are given in Fig. 15(c). Our estimated spatial maps augment the floorplan with true operational spatial power density estimates. Given that the design of the Nios II processor is proprietary, it is not possible to match the spatial power consumption estimates to the various functional blocks of the processor.

G. Back to Design

The post-silicon power characterization results can be used to improve design re-spins and future designs in a number of ways. Dynamic power maps can substitute the estimates of power modeling tools and can be used directly as inputs for thermal simulation tools to evaluate potential design optimizations. One possibility is thermal-aware placement and routing, where layout alternatives are evaluated for thermal effectiveness. A second possibility is to evaluate different heat sink designs. A third possibility is that the post-silicon power maps can be used to calibrate and tune high-level power modeling tools, making them more trustable. The post-silicon power and thermal results could be also used to revise fine-grain DVFS specifications.

IV. SUMMARY AND FUTURE DIRECTION

With sky rocketing cost of semiconductor fabrication for the most advanced sub-45 nm technologies, only few designs with large production volumes will be custom fabricated. For these high-stakes designs, blindly trusting pre-silicon power and thermal models and analyses could have disastrous consequences, and thus, it is necessary to conduct thorough post-silicon thermal and power characterization of the fabricated device to ensure its safety, reliability and conformance to specifications. Because of the enormous complexity of these designs, it will likely take a few design re-spins before final ramp and production. These re-spins will leverage the power and thermal characterization results to improve the design to meet or exceed the initial specifications. The lessons learned from the characterization of current devices will also lead to better future designs.

The economies of scaling have also led to the prevalent fab-lite model where design houses contract fabrication facilities to fabricate their designs. In this model, it is possible that ma-
licious circuitry, also known as Trojans, are inserted into the design during fabrication. Existing works in the literature investigate side channel detection techniques in which the electric current measurements are used to detect Trojans [1], [22]. It is plausible that the proposed thermal and power characterization techniques, which rely on the use of nonobtrusive infrared imaging techniques, can be used to improve Trojan detection methods. Another possible use of thermal and power characterization results is to characterize process variability [25]. Process variations, such as gate length and dopant fluctuations, lead to variations in the threshold voltage of the transistors and consequently leakage power. Since leakage depends exponentially on temperature, infrared-based thermal characterization can be used as a noninvasive way to characterize process variability.

In the past two years, our research group has dramatically improved its characterization results. Our earlier techniques could only resolve power maps that use block heaters with power consumption of about 187 mW in an area of about 1.60 mm$^2$ [9]. In this paper, we report improved results using block heaters with power consumption of 25 mW with an area of about 0.56 mm$^2$. These improvements are the culmination of better algorithmic and experimental techniques. We believe that there is still plenty of room to improve thermal and power characterization techniques. We are currently working on characterization techniques that explore the use of AC, rather than DC, excitation signals. AC signals can reduce the attenuation associated with spatial thermal filtering and the $1/f$ noise [5]. There is also plenty of work to be done towards devising trustable high-level power models that are tuned and validated using the post-silicon power characterization results.
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